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Task Load Tracking - Introduction  What is it and why is it necessary?  



Implements load-tracking on a per-sched_entity basis. Introduced by PJT to enable bottom-up load-computation which improves fair group scheduling.



 Not currently used for load-balancing, but it has good potential.  Included from Linux 3.8.  Power-aware scheduling  Largely non-existing. SCHED_MC is long gone and didn't do the job.  Load-balancing is based on task load-weight which is currently a static value from a look-up table indexed by the task priority.
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No distinction between tasks with different behaviour. The scheduling policy is to spread tasks for best performance.



Agenda  Task Load Tracking (TLT) overview  Proposed scheduler improvements:  



Packing Small Tasks Heterogeneous Systems obtaining consistent power and performance.



 TLT observations and open issues:   
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Frequency scaling implications. Interactions with middleware. More aggressive task packing.



Task Load Tracking – Maths 1 Runnable time per ms [us]
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Task Load Tracking – Maths 2 Runnable time per ms [us]



1200 1000 800 600 400 200 0



Runnable History



Before



Now* 30ms later



2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63 Time [ms]



1



Weight Series



0.8 Weight



0.6 0.4



x



0.2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63 Time [ms]



Weighted contribution



1200 1000 800 600 400 200 0



Weighted History



sum() Runnable avg. sum = 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63 Time [ms]



5



2010



Task Load Tracking – load_avg_contrib  Task load contribution (load_avg_contrib) is based on:  Runnable avg. sum (runnable history)  Runnable avg. period (task life time)  Only has an effect early in the tasks life.  Task priority (niceness)  load_contrib is scaled by load.weight which is determined using a table in kernel/sched/sched.h static const int prio_to_weight[40] = {  /* 20 */     88761,     71755,     56483,     46273,     36291,  /* 15 */     29154,     23254,     18705,     14949,     11916,  /* 10 */      9548,      7620,      6100,      4904,      3906,  /*  5 */      3121,      2501,      1991,      1586,      1277,  /*   0 */      1024,       820,       655,       526,       423,  /*   5 */       335,       272,       215,       172,       137,  /*  10 */       110,        87,        70,        56,        45,  /*  15 */        36,        29,        23,        18,        15, };



 Result: 0 


Task Load Tracking – Task Profiles  Examples of nice = 0 tasks:
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Runnable Time per ms [us]
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Short periodic task
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Saving Power: Packing Small Tasks  Small task  A periodic task with short execution time.  Disturbs cpus in deep sleep which is bad for power.  Can easily be identified using task load_avg_contrib.  Proposed solution  Pack these tasks on as few cpus in as few power domains as possible:



   



Remaining cpus sleep longer. Performance impact should be none or neglectable.



Patch set by Vincent Guittot, Linaro:
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Deeper sleep states can be reached by remaining cpus.



[RFC PATCH v3 0/6] sched: packing small tasks 



Packing Small Tasks implementation  The basics:  



Introduces a SD_SHARE_POWERDOMAIN sched_domain flag.







Checks waking task's tracked load against 20% (of load.weight) threshold.



Selects as packing buddy for each cpu which is the migration target for small tasks.



 If below and packing buddy is not busy, migrate the task.  Else, do normal wake-up balancing.  Buddy selection algorithm Power domain: 0 cpu:



Packing buddy:
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1 00



11



22



33



Packing Small Tasks results  Evaluation platform: ARM TC2 (2xCortex-A15 + 3xCortex-A7)  Results from Vincent's patch set. MP3 playback  MP3 playback on Ubuntu 200
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Hackbench



3.9-rc2



+patches



Avg.
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0.047



St.dev.
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140 Normalized energy



 36% less energy  Hackbench  No performance regressions
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Saving Power: Heterogeneous MPs  Heterogeneous Multi-processors: 



Contains cpus with different power/performance characteristics:



 



Power-efficient High performance



 Example: ARM big.LITTLE  Informed decisions about task placement is crucial to exploit the full potential of heterogeneous systems.  Don't use high performance cpus unnecessarily.  Ensure that demanding tasks are always running on high performance cpus.



 Proposed solution 
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Use TLT to select an appropriate cpu for each task.



Scheduling on Heterogeneous MPs  Long-running tasks executing on high performance cpus.



Load Contrib.



 load_avg_contrib: High  Significant performance benefit from
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 Small tasks  load_avg_contrib: Low  Short execution time means limited



Task Load Contrib.
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 Most real-world tasks fall into these two categories.  TLT handles tasks with changing behaviour.  Goal:  Good default scheduler behaviour on heterogeneous MPs.  It will never be perfect. 12



Time [ms]



Improving Scheduling on Heterogeneous MPs



 Small tasks  Already identified and handled in the pack small tasks patch set.  Change packing buddy to be a power-efficient cpu.  Long-running tasks  CFS load-balancing must use TLT (load_avg_contrib and cfs.runnable_load_avg) instead of load.weight in order to correctly identify these tasks.
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Alex Shi, Intel, and Preeti U Murthy, IBM, have experimented with this already.







If one/few long-running tasks, they must be actively migrated to highperformance cpus.







If many long-running tasks, spread them across all cpus to get highest throughput.



Proposed Solution for Heterogeneous MPs  Use cpu_power to represent compute capacity.  Assume low cpu_power cpus to be more power-efficient.  ARM big.LITTLE example: Cortex-A7 = 606, Cortex-A15 = 1442  Compare cpu load to cpu_power to find overloaded low cpu_power cpus during periodic load-balance.  Offload tasks to high cpu_power cpus.  Maximize throughput  Let idle low cpu_power cpus take long-running tasks from high cpu_power cpus when these are overloaded.



 RFC Patch set: 



14



Vincent Guittot, Linaro, and Morten Rasmussen, ARM: [RFC PATCH 0/2] sched: Task placement on mixed cpu_power systems 



Mixed cpu_power patch set results  Evaluation system: ARM TC2 big.LITTLE Heterogeneous MP ARM 2xCA15 + 3xCA7
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ARM 2xCA15
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TLT and Frequency Scaling  Observation  



There is no link between cpufreq and the scheduler.







Tasks appears to cause more load at lower frequencies, and thereby overestimates the load of the cpu.



TLT is based solely on runqueue residency and is therefore relative to the cpu compute capacity at the current frequency, not the potential compute capacity at higher frequencies.



 Proposed solution:
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Make TLT frequency invariant by scaling load contribution by freq/max_freq.



 



Requires cpufreq-scheduler callback to pass frequency information. RFC patch set in development.



Interaction with middleware  TLT cannot provide all the information needed to make good scheduling decisions for all applications.



 Information about task importance is missing  Some long-running tasks may not require high performance.  Task dependency information is missing  A long-running task may depend small tasks.  Should the scheduler care about this or leave it to middleware?



17



More aggressive task packing  Some tasks don't fit into the  These can potentially be packed too.



Load Contrib.



long-running task and small task categories.
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 Hard to distinguish medium tasks from tasks transitioning from small to long-running or vice versa.  Packing a transitioning task is an unnecessary migration.  Further investigation required.
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Conclusion  TLT is can easily be extended to improve power and performance.



 More work is needed on:   
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Frequency scaling Interaction with middleware Better task packing



Questions?  Thanks for listening.
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