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Received 1 October 2002, in final form 5 December 2002 Published 9 June 2003 Online at stacks.iop.org/JOptB/5/S271 Abstract We modify some aspects of the continuous photodetection theory proposed by Srinivas and Davies (SD) (1981 Opt. Acta 28 981), which describes the non-unitary evolution of a quantum field state subjected to a continuous photocount measurement. In order to remedy inconsistencies that appear in their approach, we redefine the ‘annihilation’ and ‘creation’ operators that enter in the photocount super-operators. We show that this new approach not only still satisfies all the requirements for a consistent photocount theory according to SD precepts, but also avoids some weird result appearing when previous definitions are used. Keywords: Continuous photodetection, exponential phase operators, master
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1. Introduction The subject of quantum measurements is as old as the very foundation of quantum mechanics. For a long time the scheme proposed by von Neumann [1] has been prevalent. According to this scheme, there are two kinds of evolution of quantum states: a unitary evolution obeying the rules of quantum dynamics in the absence of measurements, and an ‘extraquantum’ dynamics resulting from a measurement, when the state vector suffers a sudden, instantaneous and irreversible transformation (or reduction, or collapse) to one of possible eigenstates compatible with the observable measured. When one considers, for instance, a photocount process, the radiation impinges a photomultiplier tube and each read burst of electrons (current) is viewed as a manifestation of a single photon. A sequence of bursts is associated with photocounts. A classical theory describing this process was proposed by Mandel [2]. However, it resulted, under certain particular circumstances, in negative probabilities of counts. Thence, refined quantum photocount theories were developed by Mandel et al [3, 4], Glauber [5], Kelley and Kleiner [6], Mollow [7], Scully and Lamb [8], and others (see the review [9] for more references). 1 On leave from: Lebedev Physical Institute and Moscow Institute of Physics and Technology, Russia.



However, these theories relied on the assumption of instantaneous measurement, although in reality photons are counted sequentially, one by one. In the 1980s Srinivas and Davies [10] (SD) developed a theory describing actual photocounting events, which was adopted for estimating the outcome in several problems, such as quantum non-demolition measurements [11, 12], determination of field states under continuous photodetection process [13], quantum theory of field-quadrature measurements [14], conditional generation of special states [15], and for the control of the amount of entanglement between two fields [16]. SD theory considers photodetection as a continuous measurement, with no reference to a ‘meter state’. The main quantities to be calculated in this theory are probability distributions for counts (or no counts). This is based on the assumption that in an infinitesimal time interval τ only two processes may occur: either one-count, characterized by a super-operator J acting on the field density operator ρ, or no-count, characterized by another super-operator, Sτ . Superoperator J in the SD theory has the form Jρ = γ aρa †



(1)



where γ is the detector efficiency and a (a † ) is the field ‘annihilation’ (‘creation’) operator ([a, a † ] = 1). Such a choice is based on the assumption that operator a subtracts
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one photon from the field. It is assumed [13] that just after one count (conceived as subtraction of a single photon from the field) the system state is given by ρ(t + ) =



Jρ(t) , Tr[Jρ(t)]



(2)



where t + stands for t plus an infinitesimal time after. (From another point of view, the states described by means of the statistical operators of the form (2) were considered in [17– 19] under the name ‘photon-subtracted states’.) One can easily check that the mean number of photons in the state (2) (i.e. after counting one photon) equals  n(t + ) = n(t) +



n 2 (t)







− n(t) = n(t) + q, n(t)



(3)



where n 2 = n 2 − n 2 and q is Mandel’s q parameter [20] characterizing the type of photon statistics in the initial state of field: for q < 0 (q > 0) the field statistics is said to be subPoissonian (super-Poissonian) and for q = 0 the statistics is Poissonian. However, equation (3) clearly shows that the mean number of photons may increase after one count, if the field statistics is super-Poissonian. Otherwise, the mean number will remain the same if the statistics is Poissonian, and will decrease only if the statistics is sub-Poissonian. For example, for a field represented by a Fock state |m, one gets n(t + ) = m −1, exactly one photon less, whereas for any other field state this is not true. This point received special attention in [21]. Thus, we see that in general the common choice for J does not really mean counting one less photon in the field. Similar observations were made in [13, 18, 22, 23], however without attempts to modify the theory of photocounting processes. In fact, SD themselves [10] perceived that the superoperator J does not satisfy assumption (V) of their theory, namely the boundedness property Tr(Jρ) < ∞. In fact, J is an unbounded linear transformation and consequently the counting rate is unbounded, thus not defined for all possible states. This fact leads to an ill-defined coincidence probability density. We return to this point in the next section. In this paper we propose some modifications in the SD photocount theory in order to satisfy all the assumptions proposed by its authors. Our motivation finds ground in the recent discussion about the role of the ‘annihilation’ operator a in quantum optics [21], since state a|ψ is not always a state whose mean number of photons is less than in |ψ. Depending on the field statistics, state a|ψ may show much higher mean number of photons than state |ψ. In [21] the authors suggested that instead of a and a † the exponential phase operators E − and E + should be considered as real ‘annihilation’ and ‘creation’ operators in the photocounting theory. The introduction of these operators in the continuous photocounting theory, besides eliminating inconsistencies in the SD proposal, leads to new interesting results related to the counting statistics. This paper is organized as follows. In section 2 we briefly revise the main aspects of quantum photodetection theories. In section 3 we present our model based on exponential phase operators. In section 4 we consider the field state evolution under continuous monitoring, but when no information about S272



the number of counted photons is read out, or the ‘preselection’ state evolution. Also, in this section we solve the master equation generated by the exponential phase operators instead of the annihilation/creation ones (at zero temperature) and consider several important special cases. In section 5 we discuss a physical meaning of the results obtained, pointing at the principal differences in the predictions of the SD theory and our model, which could be verified experimentally.



2. Fundamentals of conventional quantum photodetection theories The first quantum photodetection theory, developed independently by Mandel et al [3, 4], Glauber [5], and Kelley and Kleiner [6] as a simple extension of the classical theory [2], gave the following probability of k counts:   1 k −γ t I (t) P(k, t) = Tr ρ : [γ t I (t)] e : k!   ∞  n (1 − γ t)n−k (γ t)k pn . (4) = k n=k Here ρ is the statistical operator of the field (we consider a simplified model of a one-mode field), γ is the detector efficiency, I (t) is the average field intensity, :: stands for operator normal ordering and pn = n|ρ|n is the probability to have n photons in the given field mode. However, formula (4) becomes obviously meaningless if γ t > 1, when it can result in negative probabilities or unlimited mean number of counted photons as t → ∞. These troubles were removed in studies [7, 8, 10], whose authors, using different approaches, arrived at the same result, which consists, from the formal point of view, in the substitution γ t → 1−exp(−γ t) in equation (4): P



SD



(k, t) =



∞    n



k



n=k



(1 − e−γ t )k (e−γ t )n−k n|ρ|n.



(5)



The SD photocount theory does not refer to a specific detector state. It was built by considering two kinds of events represented by super-operators acting continuously on the field state. The first one, represented by J , is a single instantaneous count event, while the other, represented by St , is a no-count event for a time interval t. Thus, the operation (a superoperator)  Nt (k) =







t



tk



dtk 0



0







t2



dtk−1 · · ·



dt1 St−tk J Stk −tk−1 · · · J St1



0



(6) stands for the count of k photons from the field. The operator (6) acts continuously the initial field state ρ, and P(k, t) = Tr[Nt (k)ρ] is the probability of counting exactly k-photons in a time interval t. The assumptions or properties of the SD theory are as follows. (I) ρ → Nt (k)ρ is a linear positive map on the space T (H) of trace class operators on the Hilbert space H, such that for any positively definite ρ satisfying Tr ρ = 1, one has 0  Tr[Nt (k)ρ]  1.



(7)
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(II) The sum over all possible counted photons satisfies the normalization condition Tr[Tt ρ] = 1 where Tt =



∞ 







t



Nt (k) = St +



Tt−t  J St  dt  .



(8)



0



k=0



(III) Semigroup associative property  Nt2 (k2 )Nt1 (k1 ). Nt1 +t2 (k) =



(9)



k1 +k2 =k



(IV) Identity lim Nt (0)ρ = ρ.



(V) Assumption of bounded interaction rate: there exists a number K < ∞ such that Tr[Nt (k)ρ] < K t,



h(t1 , . . . , tk ) = Tr(Tt−tk J . . . J Tt1 ρ)



of counts observed at each of the times t1 , . . . , tk together with other possible counts in between, when the detector is making measurements for a time interval t, result in serious problems in the SD theory. One of the goals of our paper is to show how one can avoid the violation of assumption (V) using other operators instead of a and a † .



for t > 0.



(11)



3. Quantum counting processes with exponential phase operators Our idea is to use, instead of operators a and a † , the socalled exponential phase operators



k=1



(VI) Assumption of ideality: the operation St = Nt (0)



(12)



transforms pure states into pure states, noting that St ρ is a pure state if ρ is a pure state. As a matter of fact the process of photocounting by a macroscopic detector is the resultant of many microscopic fundamental interactions between the electromagnetic field and atoms composing the detector. But how can these fundamental interactions be specified by a reasonable model for the count (or no-count) jump super-operator in a phenomenological macroscopic photodetection theory? It is worth quoting from the SD paper [10]: ‘As a simple model for the measurement performed by the photodetector, where an n-photon state will be converted to an (n − 1)-photon state whenever a photon is detected, it is reasonable to set’ the single photon counting super-operator J in the form (1). We see that this operator was not derived from fundamental processes, but set ad hoc due to its apparent simplicity and reasonability. As soon as J is chosen, the super-operator for the state evolution between consecutive counts can be derived as †



St ρ = eY t ρeY t ,



Y = −iH0 − γ a † a/2,



(13)



once it conserves the probability in a regular point process: Tr[Jρ + Yρ + ρY ] = 0. †



Tr(Jρ) = γ Tr(ρa † a),



E − ≡ (a † a + 1)−1/2 a,



(18)



E + ≡ a † (a † a + 1)−1/2 ,



(19)



introduced, as a matter of fact, by London [24] at the dawn of quantum mechanics, although their systematic use began only after the paper by Susskind and Glogower [25] (for the history see [26]). The commutator of E − and E + is the vacuum state projector, (20) [E − , E + ] = |00| ≡ 0 . The normal ordered product of these operators is a complementary projector E + E − = 1 − 0 =  = † ,



(15)



2 = .



E − |n = |n − 1,



E + |n = |n + 1



eα = 0 + eα .



(23)



For other properties and generalizations see, e.g., [27–36]. Finally, it is worth recalling that E − has as eigenstate the ‘coherent phase state’ |ψ =







1 − |z|2



∞ 



z n |n,



|z| < 1



Tr[J ρ] = γ Tr[ρ: n :]



(16)



is unbounded, so not defined for all states. The violation of assumption (V) prevents a consistent definition for all states of some important functions. For example, although one can define the elementary probability density of counting k photons



(24)



n=0



as introduced in [37] and studied in [38–47] (see also [48]). 3.1. One-count event We redefine the one-count operator equation (1) as Jρ = E − ρ E + .



k



(22)



with E − |0 = |0 = 0, and [, n] = 0 (where n = a † a is the number operator). A useful property is



or more generally, k



(21)



Applying E − and E + on the number states one gets



(14)



Note, however, that the super-operators J and St defined above do not satisfy condition (V), since



k



(17)



(10)



t→0



∞ 



in a time interval t, attempts to calculate the coincidence probability density



(25)



Now J is bounded operator and the system state immediately after the one-count process in the time interval [0, t) is transformed into ρ(t ˜ +) =



Jρ(t) Jρ(t) , = Tr[Jρ(t)] 1 − p0
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where p0 ≡ 0|ρ(t)|0 is the probability for the vacuum state. (Note that pure states Eˆ +m |ψ were considered in another (shi f t) context in [49]. Mixed shifted thermal states ρˆth = Eˆ +m ρˆth Eˆ −m were studied in [50], whereas methods of generating such states in a micromaser were discussed in [51].) The mean number of photons in the state ρ(t) ˜ (26) is n(t ˜ +) =



n(t) − 1, 1 − p0



(27)



so, whenever a state ρ has none, or very small, contribution from the vacuum state, the counting operation extracts exactly one photon from the system, independently of the field statistics. For example, for the number state ρ = |mm| (m = 0), n˜ = m − 1, and for the coherent state ρ = |αα| (α = 0), n˜ = n/(1 − e−n ) − 1, with n = |α|2 . On the other hand, for the thermal state n ∞  n 1  |nn| (28) ρ= 1 + n n=0 1 + n we obtain n˜ = n, i.e. the mean number of photons is not changed, as expected. This is a correct description of a thermal system since taking out a single photon from a reservoir should not change its average number. Note that using the SD definition, Jρ = aρa † , one obtains the weird result n˜ = 2n. So one perceives that using a and a † for constructing a continuous photocount measurement leads to some inconsistent results. 3.2. No-count event The time evolution between sequential counts is represented by St ≡ Nt (0), a super-operator defined in terms of ordinary Hilbert space operators †



St ρ = eY t ρeY t ,



(29)



where Bt = eY t is a semigroup element given in terms of the generator Y . The deduction of St is conditioned to the relation Tr[Jρ] = Tr[ρ R],



γ E+ E−. 2



(31)



|ψ S (τ ) = eY τ |ψ = 0|ψ|0 + e−γ τ/2 |ψ H (τ ),



(32)



where |ψ H (τ ) = exp(−iH τ ) is the freely evolved state vector (in the absence of measurements). Thus the probability of nocount event equals P0 (τ ) = |ψ S (τ ) = |0|ψ|2 + e−γ τ ψ||ψ.



(33)



(34)



which, of course, coincides with (33) in the case of pure state. Note that limτ →∞ P0 (τ ) = p0 , which means that the probability of no counts registered during an infinite time interval is equal to the probability of finding the vacuum state in the measured state ρ. Formula (34) should be compared with analogous formula of the SD theory based on the operator Y of the form (13) P0 (τ ) =



∞ 



pn e−nγ τ .



(35)



n=0



Although equations (34) and (35) give the same limits for τ → ∞, the intermediate time dependencies are different. 3.3. Continuous counting The continuous counting of k-photons from a field in a time interval t is represented by a linear operator Nt (k) acting on the system state during a time interval [0, t), ρ˜ (k) (t) =



Nt (k)ρ(0) , Tr[Nt (k)ρ(0)]



(36)



where ρ(0), or simply ρ, is the state of field prior to the counting process and P(k, t) = Tr(Nt (k)ρ) is the probability of counting k photons in t. The linear operator Nt (k) can be written in terms of the operators St and J as  tk  t  t2 dtk dtk−1 · · · dt1 St−tk J Stk −tk−1 · · · J St1 . Nt (k) = 0



0



0



(37)



Noticing, however, that J St ρ = e−γ t Ut (Jρ),



(38)



St−tk J Stk −tk−1 · · · J St1 = e−γ tk Utk St−tk J k ,



(39)



Ut ρ = e−iH t ρeiH t .



(40)



one gets



where



It is convenient to introduce short notation for two partial sums of probabilities: Ak =



k 



pn ,



Zk+1 =



n=0



Taking into account equations (21) and (23), as well as the commutativity of operators H and , one can easily calculate the result of action of nonunitary operator eY τ on a pure state |ψ (here τ is an interval of time between counts)
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P0 (τ ) = e−γ τ + p0 (1 − e−γ τ ),



(30)



where R is the rate operator, related to Y by Tr(ρ R) = Tr(Yρ + ρY † ), which substituted in (30) gives equation (14). The theory requires that in the absence of counts the system has a unitary evolution, whose dynamics is governed by the freefield Hamiltonian H = h¯ ωa † a. Thus, the convenient choice satisfying (14) is Y = −iH − R/2 = −iH −



For a mixed state, the same probability is given by Tr[Sτ ρ], and simple calculations result in the formula



∞ 



pn ≡ 1 − Ak .



(41)



n=k+1



Using (39) we can calculate the elementary probability distribution (EPD) of counts at the instants t1 , t2 , . . . , tk , if the total measurement time is t, P (t1 , t2 , . . . , tk ; t) ≡ Tr[St−tk J Stk −tk−1 , . . . , J St1 ρ]



= γ k (e−γ tk pk + e−γ t Zk+1 ),



(42)



which should be compared to the EPD in SD theory, P S D (t1 , t2 , . . . , tm ; t) = γ m m!e−γ (t1 +t2 +···+tm −mt) ∞    n −γ nt e × pn . m n=m



(43)
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In particular, for a sufficiently long counting time t → ∞ we obtain P (t1 , t2 , . . . , tk ; ∞) = γ k e−γ tk pk , (44) whereas the SD theory yields an essentially different result for k  2: P S D (t1 , . . . , tm ; ∞) = γ m m!e−γ (t1 +t2 +···+tm ) pm .



(45)



Only for the one-photon event, k = 1, do both models predict the same exponential probability distribution P (t1 ) = γ e−γ t1 p1 ≡ P˜ (t1 ) p1 .



P (t1 , t2 , . . . , tk ; ∞)/ pk = P˜ (t1 )P˜ (t2 − t1 ) · · · P˜ (tk − tk−1 ),



i.e. the EPD depends only on the last count, at time tk . In contrast, in the SD theory the EPD depends on all times at which counts occur. Moreover, each new count enters with increasing weight: P S D (t1 , t2 , . . . , tm ; ∞)/ pk = [P˜ (t1 )][2P˜ (t2 )] · · · [m P˜ (tm )].



Nonetheless, both distributions, (44) and (45), have the same normalization  ∞  tk  t2 dtk dtk−1 · · · dt1 P (t1 , t2 , . . . , tk ; ∞) = pk . 0



Now let us consider specific field states, comparing the probabilities of k-counts resulting from the SD formula (5) and from our formula (47). For a field initially prepared in a number state |m, m > k, the probabilities are   m (1 − e−γ t )k (e−γ t )m−k , (51) P S D (k, t) = k (γ t)k . (52) k! Different probabilities of a k-count reveal different physical schemes of counting. In SD’s theory, P S D (k, t) is a binomial distribution reflecting an underlying one-dimensional ‘random walk’ process: the factor (1−e−γ t )k is the probability of k photons leave the cavity, while (e−γ t )m−k is the probability that photons stay in the cavity, thus being not counted. On the other hand, the distribution (52) is Poissonian. That means that each photon leaving the cavity is counted, resulting in the same counting statistics as for falling raindrops in a small area, roughly the drop size. The last process is the only one consistent with the initial assumption that every photon leaving the cavity is counted. In figure 1 we compare both probability distributions, (51) and (52), for a field with m = 5, and selected k-counted photon numbers. P(k, t) for (52) reveals a more widely spread shape than (51), a characteristic of Poissonian processes. In that figure we included the probability distributions for k = m. The SD theory gives the expression P S D (m, t) = (1 − e−γ t )m , while our model gives P(m, t) = m−1 (γ t), where P(k, t) = e−γ t



We see that (42) corresponds to a Markovian process, in the sense that



0



3.4. Examples of field states



0



We can write equation (37) as (k = 1, 2, . . .)    t  k−1 γ  (t ) dt  e−γ t exp − (t − t  ) Nt (k)ρ = Ut (k − 1)! 2 0   γ (46) × (J k ρ) exp − (t − t  ) , 2 where t  ≡ tk and the probability of occurrence of k counts in a time interval t is given by  −γ t  ∞ k  e (γ t)k  (γ t) j + P(k, t) = pk 1 − e−γ t pn , (47) j! k! j =0 n=k which verifies the normalization condition ∞  P(k, t) = 1.



(48)



k (x) = 1 − e−x



P S D (k, t) =



lim P(k, t) = k|ρ|k = pk



(49)



t→∞



means that, asymptotically, the counting statistics coincides with the photon statistics (as it should), since we do not consider here the possibility of photons lost to the surroundings or the failure to count any photon exiting the cavity. If a photon leaves the cavity it is detected and counted, that is certain. The moments of distribution (47) are given by ∞  kl t ≡ P(k, t)k l k=0



= k l  − e−γ t



 ∞ j =0



(γ t) j!



∞ j  k= j



k l pk −



∞  k=0



k k 



k l (γ t) k!



 pj ,



j =0



(50) 



l k p . In particular, for the mean number where k l  ≡ ∞ k k=0 of photons one verifies that lim t→∞ k t = k.



(53)



Notice that for k > m, both theories give a zero-valued probability distribution, which is a signature of the fixed number state for the field inside the cavity, meaning that, in any time interval t, it is not possible to count more photons than those present in the field at time t = 0. For the coherent state |α SD theory gives



k=0



The limiting value of equation (47)



k ∞   xn xn = e−x . n! n! n=0 n=k+1



1 [|α|2 (1 − e−γ t )]k exp[−|α|2 (1 − e−γ t )], k!



while in our approach we get P(k, t) =



1 2 [(γ t)k e−γ t k−1 (|α|2 ) + |α|2k e−|α| k (γ t)]. k!



In figure 2 we display, for comparison, both distributions for a coherent state with average photon number |α|2 = 5, and selected counted photon numbers. For the thermal state (28) we obtain the distributions [n(1 − e−γ t )]k , [1 + n(1 − e−γ t )]k+1   e−γ t nγ t k n k k (γ t) + , P(k, t) = k! n + 1 (1 + n)k+1 P S D (k, t) =



which are displayed in figure 3, for n = 5. For both the coherent and thermal states, the probability distribution for our S275
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Figure 1. Conditional photocount probability distribution for the initial number state with m = 5 photons. Solid curves are for our model while dashed ones are for the original SD theory. Numbers above the curves correspond to the k-event. 1.0



This is referred to as the pre-selection state [52]. Summing over k in equation (46) we obtain  ∞  Nt (k)ρ = Ut e−γ t/2 ρe−γ t/2 ρ(t) ˜ = St ρ + k=1







t



+



0



P(k,t)



10



Figure 3. As figure 1, but for a thermal state with average n = 5 photons.



0.8



     e−γ t e−γ (t−t )/2 [e J t (Jρ)]e−γ (t−t )/2 dt  .



(55)



0



0.6



The probability of having n = 0 photons in the cavity after continuous measurement for time t is equal to



0



0.4 1



1



p˜ n (t) = n|ρ(t)|n ˜ = e−γ t



3
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8



γt



γt
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∞  (γ t)l l=0



3
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6
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γt Figure 2. As figure 1, but for a coherent state with average |α| = 5 photons.



model shows a more widely spread shape than the distribution for the SD theory. This feature may be important in the distinction of both models for photocounting, by experimental evidence. By repeated experiments of photocounting the output of a leaking cavity, one may reconstruct these distributions, assuming that any other incoherent (dissipative) process is absent or negligible for the whole process.



4. ‘Pre-selection’ state evolution Having no knowledge about the number of counted photons after a time interval t, the field state being continuously monitored but with no readout is given by ρ(t) ˜ = Tt ρ =



∞  k=0



Nt (k)ρ.



(54)



l!



pn+l ,



(56)



where pn+l is the probability at t = 0. The probability to have no photons in the cavity at time t is obviously p˜0 (t) = 1 −



2
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6



∞  n=1



p˜ n (t) = e−γ t



∞  (γ t)l l=0



l!



Al ,



(57)



where Al is defined in (41). So, if one waits a very long time the cavity will eventually end in the vacuum state, all photons having being absorbed by the detector and counted. 4.1. The master equation Another way to obtain formula (56) is to use the phenomenological master equation of the Lindblad form (hereafter we suppress the tilde over the operator ρ) ˜ γ ∂ρ(t) = [2E − ρ(t)E + − E + E − ρ(t) − ρ(t)E + E − ]. (58) ∂t 2 This should be compared with the ‘standard master equation’ [53, 54] for the amplitude damping model used in the SD theory, derivable from the interaction of a single electromagnetic (EM) mode (or 1D harmonic oscillator) with an environment made of many harmonic oscillators at T = 0 K (see, e.g., [55] for the most recent applications) γ ∂ρ(t) = [2aρ(t)a † − a † aρ(t) − ρ(t)a † a]. ∂t 2



(59)
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If the EM mode is within a dissipative cavity, equation (59) can be viewed as describing the field state of an uncontrollable ‘photon-leaking’ process to the environment, although it could be not necessarily one-by-one, since J = γ aρa † does not produce a minus-one-photon state. In contrast, if there is no vacuum, then it is certain that, inside the cavity, equation (58) describes the process of subtracting photons from the cavity, sequentially and one-by-one. Equation (59) results in the equation for the mean photon number −da † a(a) /dt = γ a † a = γ



∞ 



npn ,



(60)



n=1



whose solution † (a) −γ t a † a(a) t = a a0 e



(61)



shows that the rate of decrease of the mean number of photons is proportional to the mean number of photons present inside the cavity (or in the beam, if beams are considered) resulting in an exponential decay as time goes on. Equation (58) leads to a quite different differential equation for the mean photon number −∂a † a(E) /∂t = γ (1 − p0 ) = γ



∞ 



pn ,



(62)



n=1



according to which the rate of change in the mean number of photons is proportional to the probability that there are photons in the cavity, independent of their mean number. If initially p0 = 0, this means that certainly there are photons in the cavity and equation (62) becomes (E) † −∂a † a(E) /∂t |t=0 = (a † a|(E) t=0 )a a|t=0 (E)



(63)



(E)



with (a a ) = γ /a a . Or, to look at it another way, at initial times the rate does not depend on the mean photon number due to the nonconstant coupling parameter , following the choice of operators E − for picking out a single photon from the field. Note that equations (60) and (62) practically coincide in the case of low field intensities, when pn 1 for n  2 (this is especially clear from the expressions in the form of series over pn ). On the other hand, the ‘saturation’ of the decay rate in the case of high field intensities can be also understood if one takes into account a possibility of large dead time of the detector: in such a case, for short intervals of time, the detector can count (with some efficiency) only one photon, independent of the number of photons in the cavity or beam. This example shows that the decay rate (62) can by no means be considered as ‘unphysical’ a priori. It is immediate to see that the solution to equation (62) is ∞ ∞ ∞    (γ t)l n p˜ n (t) = e−γ t n pn+l a † a(E) = l! n=1 n=1 l=0   ∞ ∞  = e−γ t npn + (γ t) npn+1 + · · · (64) †



†



n=1



n=1



  ∞  −γ t npn+1 + · · · . =e n¯ + (γ t)



(65)



However, both (60) and (62) have the vacuum state as the asymptotic stationary state. Subtraction of (61) from (65) leads to −γ t a † a(E) − a † a(a) t t =e



∞ ∞  (γ t)l 



l!



l=1



npn+l > 0,



(66)



n=1



which shows that if one uses the nonlinear operators E − , E + , the calculated mean photon number of the remaining photons in the cavity is always higher than when a, a † operators are used. This is because, with E − , E + -operators, the photons are always subtracted sequentially, one-by-one from any field state that does not contain the vacuum as one of its components, while when using a, a † operators, and depending on the field state, there exists the possibility that photon leak occurs through the escape of more than one photon at a time. Thus, the mean photon number reduction rate for E-operators does not follow an exponential law; it takes longer for a cavity to reach a given mean photon number than in the amplitude damping model. We will touch on this point again in the next section, in relation to some specific examples of field states. 4.2. Solutions of the master equation The operator master equation (58) results in the following infinite set of coupled equations for the diagonal elements pn ≡ n|ρ|n of the statistical operator in the Fock basis: p˙n = pn+1 − (1 − δn0 ) pn ,



(67)



where dot means the derivative with respect to the ‘slow time’ τ = γ t. Making the Laplace transformation  ∞ ˆ e−sτ pn (t) dτ p¯ n (s) = L{ pn (t)} = 0



and recalling that Lˆ { p˙ n (τ )} = s p¯ n (s) − pn (0),



we obtain from (67) the following set of algebraic equations: p¯ n+1 (s) = (s + 1) p¯n (s) − pn (0), p¯1 (s) = s p¯ 0 (s) − p0 (0).



n  1,



(68) (69)



Their consequence is the relation p¯ k (s) = s(s + 1)k−1 p¯ 0 (s) − (s + 1)k−1 p0 (0) − (s + 1)k−2 p1 (0) − · · · − pk−1 (0).



(70)



Suppose that only the states with n  k were excited initially. Then pk+1 (τ ) ≡ 0 and consequently p¯k+1 (s) ≡ 0. In this case the consequence of (70) is p¯ 0 (s) =



p0 (0) pk (0) p1 (0) p2 (0) +···+ . (71) + + s s(s + 1) s(s + 1)2 s(s + 1)k



Taking into account the relations Lˆ {exp(−at)} = (a + s)−1 , Lˆ {t m e−t } = m!(s + 1)−m−1 ,



n=1
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and the expansion 1 1 1 1 1 − = − − ··· − , k 2 s(s + 1) s (s + 1) (s + 1) (s + 1)k we can find the inverse Laplace transform of (71): p0 (τ ) = p0 (0) + p1 (0)[1 − e



−τ



In this case the photon number distribution preserves its form:



−τ



] + p2 (0)[1 − e (1 + τ )]



+ · · · + pk (0) k−1 (τ ),



(72)



where the function k (x) was defined in (53). Having arrived at the expression (72), one can verify that it does not depend on the initial auxiliary assumptions that pn (0) = 0 for n > k, but it holds for any initial distribution. Knowing p0 (τ ) one can find all other functions pn (τ ) from equations (67). Finally, one arrives at the expression which coincides exactly with (56): pm (τ ) = e−τ



∞  τk k=0



k!



pm+k (0),



m  1.



(73)



The reduced generating function of the diagonal matrix elements depends on time as follows: ˜ G(z; τ) ≡



∞ 



z pn = e n



n=1



−t



∞  k=1



k  z n τ k−n pk (0) . (k − n)! n=1



(74)



Thus the mean number of photons evolves as  ∞ k   nτ k−n ∂ G˜  n(τ ) = = e−t pk (0) .  ∂z z=1 (k − n)! k=1 n=1



(75)



For the initial k-photon Fock state |k we obtain pm(Fock) (τ ) = e−τ



τ k−m , (k − m)!



n (Fock) (τ ) = e−τ



1  m  k,



k  nτ k−n . (k − n)! n=1



µ > 0,



n (th) (τ ) = n 0 exp[−τ/(1 + n 0 )].



(83)



A formal substitution µ → −M with an integer M transforms the negative binomial distribution (78) to the binomial distribution (pure binomial states were considered in [59] and rediscovered in [60, 61]) pn(bin) (0) =



M! n n0 (M − n 0 ) M−n , (M − n)!n!M M



n 0  M.



(84)



Then equation (79) is transformed into the formula  n     n0 n 0 M−n −τ n n0τ e L M−n pn (τ ) = . 1− M M n0 − M In the case of the initial Poissonian distribution (coherent pure states), nn (85) pn (0) = 0 exp(−n 0 ), n! the series (73) is reduced to the modified Bessel function:



(86) pn(Pois) (τ ) = e−n 0 −τ (n 0 /τ )n/2 In 2 n 0 τ , ∞  



n(n 0 /τ )n/2 In 2 n 0 τ .



(87)



n=1



(77)



(78)



where n 0 is the initial average number of photons. The result is expressed in terms of the confluent hypergeometric function:   n0τ (79) pn (τ ) = pn (0)e−τ µ + n; n + 1; n0 + µ     −n 0 τ µτ 1 − µ; n + 1; . (80) = pn (0) exp − n0 + µ n0 + µ For integral values µ = 1, 2, . . . formula (80) can be written in terms of the associated Laguerre polynomials:     −n 0 τ µµ n n0 µτ n pn (τ ) = L . exp − (n 0 + µ)µ+n n 0 + µ µ−1 n 0 + µ S278



(82)



and the mean number of photons decreases with time exponentially, although the rate of decrease diminishes with increase of the initial mean number:



n (Pois) (τ ) = e−n 0 −τ



The series in the right-hand side of equation (73) can be calculated analytically for the initial negative binomial distribution (the corresponding pure negative binomial states were introduced independently in [56–58]) pn(negbin) (0) =



pn(th) (τ ) = pn (0) exp[−τ/(1 + n 0 )],



(76)



4.3. Special cases



(µ + n)µµ n n0 , (µ)n!(n 0 + µ)µ+n



The special case of µ = 1 corresponds to the initial thermal distribution (coherent phase states in the case of pure quantum states) pn (0) = n n0 /(1 + n 0 )n+1 . (81)



The expressions (86) and (87) can be simplified in the asymptotical case n 0 τ 1, when the modified Bessel functions can be replaced by exponentials. Actually, one needs an additional condition τ n 0 to ensure that the simplified probabilities result in a convergent series whose value does not exceed 1. Thus for τ n 0 + n −1 0 we can write pn(Pois) (τ ) ≈



 √ 2  (n 0 /τ )n/2 exp − n0 − τ , √ (4π n 0 τ )1/2



(88)



1/4  √ 2  n n (Pois) (τ ) ≈ √0 τ −3/4 exp − n 0 − τ . (89) 4π In figure 4 we compare n(τ )/n(0) for Fock, thermal and coherent states from (77), (83) and (87), respectively, with the corresponding result from the amplitude damping model (61). While the amplitude damping model presents an exponential decay independent of the field amplitude the exponential phase damping does not, the field taking longer to relax in this situation. Only for k = 1 and Fock states do the two processes coincide. On comparing the curves for Fock, thermal and coherent states we observe that the decay rate shows a strong dependence on the field state statistics. The more superPoissonian is the field, the longer it will take to decay in the model based on the exponential phase operators. It is
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γt Figure 4. Normalized mean number of photons n(t) ≡ n(γ t)/n(0) in the cavity under continuous measurement, for mean initial number of photons n(0) = 1, 5 and 10. Different line styles represent different states for each mean initial photon number. The three lower curves correspond to the Fock state (solid curve), coherent state (dashed), and thermal state (dotted), for n(0) = 1. The three middle curves relate to the case of n(0) = 5: Fock state (dash–dotted curve), coherent state (dash–dot–dotted), thermal state (short dashed). The three upper curves relate to the case of n(0) = 10: Fock state (short dotted curve), coherent state (short dash–dotted), thermal state (solid). The lowest solid curve (the Fock state with n(0) = 1) coincides with the exponential decay for the amplitude damping model.



the pre-selected state. The mean photon number change now shows (in contrast to the exponential law obtained for the amplitude damping model) a non-exponential law, which depends only on the condition that photons are present in the field, independent of their mean number. An advantage of the proposed model is its mathematical consistency. Since many of its predictions, especially those related to multiphoton events, are significantly different from the predictions of the SD theory, it can be verified experimentally. One of the first questions which can be answered is whether the decrease of number of photons in the cavity due to their continuous counting always obeys the exponential law (61) (i.e. the rate of change is proportional to the instantaneous mean number of photons), or whether nonexponential dependences can be also observed (for example, in the case of detectors with large dead times). We leave for a future work a detailed study of photocounting processes in the presence of other incoherent (dissipative) processes and discussion about coherence properties of the field under the exponential phase damping model. Also, an open question is how an extremely nonlinear (with respect to a and a † ) one-count operator (25) can be derived from some microscopical model, starting from fundamental interactions which are linear with respect to operators a and a † (the model considered in our paper is purely phenomenological, as is the SD model). We would like to emphasize that many preceding studies, such as [11–16], adopted the SD theory of photodetection. We believe that applications of our consistent model of photodetection to these problems may bring new and important results for both the quantum measurement theory and experiment.



interesting to note this dependence of the relaxation process on the field statistics. In discussions about the amplitude relaxation process (e.g. [62, 63]), this basic dependence is only attributed to coherence properties of quantum fields. In this respect the coherent state is said to be selected from all the states as the more robust to decoherence from the amplitude damping model [63]. We leave the discussion of coherence properties of the exponential phase model to a future publication, but we can anticipate from figure 4 that coherent states are not the most robust to dissipation in this model.



This work was supported by FAPESP (S˜ao Paulo, Brazil) under contracts 00/15084-5 and 01/00530-2. SSM also acknowledges partial financial support by CNPq (Bras´ılia, DF). VVD thanks CNPq for the full financial support. We are also grateful to referees for a critical reading of the manuscript.



5. Conclusion
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Summarizing, in this paper we have proposed modifications in the SD photocount theory in order satisfy all the precepts, as proposed by SD for a consistent theory. Our central assumption was the choice of the exponential phase operators E − and E + as real ‘annihilation’ and ‘creation’ operators in the photocounting process, instead of a and a † . The introduction of those operators into the continuous photocount theory, besides eliminating inconsistencies, leads to new interesting results related to the counting statistics. A remarkable result, which is responsible for all the physical consistency of the model, is that in this new form an infinitesimal photocount operation J really takes out one photon from the field, if the vacuum state is not present. Consequently, the photocounting probability distribution for a Fock field state is Poissonian, evidencing again the direct correspondence of number of counted photons and number of photons taken from the field. We have also investigated the evolution of the field state when photons are counted, but with no readout, leading to
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