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Keywords: PDEs, semi-discretization, stationary solutions, homotopies. Abstract. We analyze the existence of spurious stationary solutions of a standard finite– difference discretization of the semilinear heat equation with nonlinear Neumann boundary conditions. 1 INTRODUCTION



In [3] a complete characterization of the number of solutions of (2) is given in terms of the numbers p, q. It is shown that • for p > 2q −1, there is only one solution to (2), • for q ≤ p ≤ 2q − 1 there may be zero, one, two or an even number of solutions to (2), • for p < q, there may be zero, one or three solutions to (2). The usual numerical approach to the solution of (1), (2) consists of considering a second order finite difference discretization in the variable x, with a uniform mesh, keeping the variable t continuous (see, e.g., [8]). This semi– discretization in space leads to the following initial value problem:



Consider the following semilinear heat equation with Neumann boundary conditions:    



ut = uxx − up in (0, `) × [0, T ), ux (`, t) = u(`, t)q in [0, T ), (1) u (0, t) = 0 in [0, T ),  x   u(x, 0) = u0 (x) ≥ 0 in [0, `],



where p, q ∈ N>2 and `, T ∈ R>0 . This kind of equations models many physical, biological and engineering phenomena, such as heat conduction, gas filtration and liquids in porous media, growth and migration of populations, etc. (cf. [1], [2]). In particular, the long–time behaviour of its solutions has been intensively analyzed (see, e.g., [3], [4], [5]). In order to describe the dynamic  behaviour of the solutions of (1) it is usually   necessary to analyze the behaviour of the cor    responding stationary solutions (see, e.g., [6], (3) [3], [7]), i.e., the positive solutions of the fol   lowing 2–points boundary value problem:   (2)



 



uxx = up ux (`) = u(`)q ,  ux (0) = 0.







in (0, `),



u1 ) − up1 , − 2uk + uk−1 ) − upk , (2 ≤ k ≤ n − 1) 2 2 q p u0n = (`h) (u − u 2 n−1 n ) − un + `h un , u01 = u0k =



2 (`h)2 (u2 − 1 (`h)2 (uk+1



uk (0)= u0 (xk ),



(1 ≤ k ≤ n)



where h := 1/(n − 1) and x1 , . . . , xn define a uniform partition of the interval [0, `]. The stationary solutions of (3) (see, e.g., [6], [3], [7]) 1



are the positive n–tuples (u1 , . . . , un ) ∈ (R>0 )n In order to simplify (5), we introduce a (parametric) linear change of coordinates. Let satisfying the following relations:  V1 , . . . , Vn be the linear forms defined by p 0= 2 (u − u ) − u , (4)



2 1  1 (`h)2    0= 1 2 (uk+1 − 2uk + uk−1 ) − up , k (`h)



 (2 ≤ k ≤ n − 1)     2 2 q 0= (`h)2 (un−1 − un ) − upn + `h un .



2



Vk = ` p−1 Uk



(1 ≤ k ≤ n).



Then (4) can be rewritten in the following form in terms of the linear forms V1 , . . . , Vn :



 2 0 = −(V2 − V1 ) + h2 V1p ,     Very little is known concerning the compari0 = −(Vk+1 −2Vk + Vk−1 )+ h2 V p , k son of the stationary solutions of (2) and (4), (6)  (2 ≤ k ≤ n − 1)  but the general situation seems to be difficult    2 to deal with. Indeed, [6] shows that there are 0 = −(Vn−1 − Vn ) + h2 Vnp − hαVnq ,



spurious solutions of (4), that is, positive solutions of (4) not converging to any solution of (2) as mesh size `h tends to zero. A simpler version of (4) has been considered in [9], [11], [10]. In these articles it is shown that such a simpler version of (4) has only one positive real solution, and a numeric algorithm solving particular instances of the simpler version of (4) with nO(1) operations is proposed. We observe that (4) has typically an exponential number pn of complex solutions, and hence is ill–conditioned from the point of view of its solution by so-called universal algorithms (cf. [12], [13], [11]). An example of such algorithms is that of general continuation methods (see, e.g., [14]). Here we characterize the relation between the number of solutions of (2) and (4), showing that in general there are no spurious solutions of (4) and the number of solutions of (2) and (4) agrees for p > 2q − 1, under mild assumptions on the mesh size `h.



p−(2q−1)



with α := ` p−1 . We remark that, when ` runs through all possible values in R>0 , α also runs through all possible values in R>0 . In the sequel we shall also consider (6) as a family of polynomial systems parametrized by α. Observe that (6) corresponds to the finite difference discretization of the following 2–point boundary value problem: (7)



 



vxx = v p vx (1) = αv(1)q ,  vx (0) = 0.



in (0, 1),



In our analysis of positive solutions of (6) this remark will play a critical role.



3 THE ANALYSIS OF (6)



Let A, V1 , . . . , Vn be indeterminates over R, set V := (V1 , . . . , Vn ) and denote by F : Rn+1 → Rn the polynomial mapping defined by the polynomials in the right–hand side of (6). From the first n − 1 equations of (6) we easily see that, for a given positive value V1 = v1 , the (positive) values of V2 , . . . , Vn , A are uniquely 2 AN EQUIVALENT FORMULATION determined. Therefore, letting V1 vary, we may Let U1 , . . . , Un be indeterminates over Q. As consider V2 , . . . , Vn , A as functions of V1 , which stated in Section 1, we are interested in the pos- are indeed recursively defined as follows: itive solutions of (4) for a given value ` ∈ R>0 , (8) 2 V2 (v1 ) := v1 + h2 v1p , that is, in the positive solutions of the following polynomial system: Vk+1 (v1 ) := 2Vk (v1 ) − Vk−1 (v1 ) + h2 V p (v1 ), k



 p 1 (U2 − U1 ) − `h 0 = `h  2 U1 ,    0 = 1 (Uk+1 −2Uk + Uk−1 ) − `hU p , k `h (5)  (2 ≤ k ≤ n − 1)     1 `h p q 0 = `h (Un−1 − Un ) − 2 Un + Un ,



(2 ≤ k ≤ n − 1), A(v1 ) := h1 (Vn −Vn−1 )(v1 )Vn−q (v1 )+ h2 Vnp−q (v1 ).



We analyze the behavior of these functions over R>0 .



1 and p, q ∈ N satisfy p > 2q −1. Remark 1. For every v1 > 0, the following where h := n−1 We shall let ` run through all possible values assertions hold:  Pk−1 in R>0 and consider (5) as a parametric family (1) (Vk −Vk−1 )(v1 ) = h2 21 v1p+ j=2 Vjp (v1 ) > 0 of polynomials systems, parametrized by `. for 3 ≤ k ≤ n.



p (2) Vk (v1 ) = v1 + h2 k−1 2 v1 +  Vjp (v1 ) > 0 for 2 ≤ k ≤ n.



(3) (4)



Pk−1



j=2 (k



− j) Let (v1 , . . . , vn , α) ∈ Rn+1 >0 be a solution of (6).



From the last equation of (6) we obtain



Pk−1 p−1 Vk0 (v1 ) = 1 + ph2 k−1 + j=2 (k − 2 v1  j)Vjp−1 (v1 )Vj0 (v1 ) > 1 for 2 ≤ k ≤ n. 0 (V 0 − Vk−1 )(v1 ) = ph2 21 v1p−1 +  Pkk−1 p−1 (v1 )Vj0 (v1 ) > 0 for 3 ≤ k ≤ n. j=2 Vj



1 2h2 (vn



=



α2 2q 2 vn



− vn−1 )2 =



− 21 (vn − vn−1 )vnp −



h2 2p 8 vn .



Combining this equality with Lemma 2 and 2 the identity v1p (v2 − v1 ) = h2 v12p , we deduce the This result follows by a simple inductive argu- following identity ment as [11, Remark 20]. p+1 2p α2 2q 1 h2 p+1 2p 2



vn −



p+1 (vn



− v1



) = Ev +



8



(vn − v1 ),



4 DISCRETE ANALOGUES OF CER- where TAIN QUANTITIES RELATED TO (7) (10) Pn−1



(vk+1 −vk )



p



p



v p+1 −v p+1



(vk + vk+1 ) − n p+11 . Set vk := Vk (v1 ) for 2 ≤ k ≤ n. The first step Ev := k=1 2 in our analysis of the behavior of the positive It is easy to check that E is the error of the apv solutions of (6) is to estimate the discrete anaproximation by the trapezoid method of the inlogue of the derivative of the solution v of (7). p Multiplying the identity v 00 = v p by v 0 and in- tegral of the function X in the interval [v1 , vn ], tegrating over the interval [0, x] it follows that considering the subdivision of [v1 , vn ] defined by the nodes v1 , , . . . , vn . Therefore, taking into Rx 0 1 0 2 00 2 v (x) = 0 v (s)v (s)ds = account that X p is a convex function in R≥0 , Rx 0 1 1 p+1 p+1 p (x) − p+1 v (0), = 0 v (s)v (s)ds = p+1 v we easily conclude that Ev ≥ 0 holds. Furthermore, from the definition of Ev we obholds for any x ∈ (0, `). Our next result shows tain the following expression of E , which in v that the discrete analogue 2h1 2 (vm − vm−1 )2 of particular shows that E ≥ 0 holds: v the derivative 21R(v 0 (x))2 equals the trapezoidal (11) x p−1 n−1 X (vk+1 − vk )3 X rule applied to 0 v p (s)v 0 (s)ds up to a certain p−1−j E = (jp − j 2 )vkj−1 vk+1 . v error term. 2(p + 1) k=1



j=1



Lemma 2. For every v1 > 0 and every 2 ≤ We summarize all these considerations in the m ≤ n, we have: p following result, which yields a discrete counv1 1 2 2h2 (vm −vm−1 ) = − 4 (v2 −v1 )+ terpart of (9): P m−1 1 p k=1 2 (vk+1 −vk )(vk



p p . + vk+1 ) − 12 (vm −vm−1 )vm



Proposition 3. Let (v1 , . . . , vn , α) ∈ Rn+1 >0 be Proof. Fix v1 > 0 and 2 ≤ m ≤ n. For m = 2 a solution of (6). Then the statement holds by the first equation of (12) (8). Then, we suposse that m > 2. Multiply- α2 2q 1 h2 2p p+1 p+1 v − (v − v ) = E + (v − v12p ), v 1 ing the kth equation of (8) by vk+1 − vk−1 = 2 n p+1 n 8 n (vk+1 − vk ) + (vk − vk−1 ) for 2 ≤ k ≤ m − 1, it where Ev is defined as in (10). Furthermore, follows that if we consider Ev as a function of v1 according (vk+1 − vk )2 − (vk − vk−1 )2 = to (10) or (11), where vk := Vk (v1 ) is defined = h2 vkp (vk+1 − vk + vk − vk−1 ). (2 ≤ k ≤ m − 1) as in (8) for 2 ≤ k ≤ n, then E is a positive v Adding these equations and the first equation increasing function over R≥ 0. of (8) multiplied by v2 − v1 we obtain the statement of the lemma. 



5 BOUNDS FOR THE SOLUTIONS OF



In particular, for x = 1 we obtain the following (6) fundamental identity (see [3, §3]): From Proposition 3 and Remark 1 we are able 1 2 2q 1 1 p+1 p+1 to exhibit upper and lower bounds for the pos(9) α v (1) = v (1) − v (0). 2 p+1 p+1 itive solutions of (6). This bounds will allow Our purpose is to obtain a discrete analogue us to prove the existence and uniqueness of the of this identity. positive solutions of (6).



Lemma 4. Let (v1 , . . . , vn , α) ∈ Rn+1 >0 be a so- Let G : R>0 × R → R be the polynomial mapping defined by: lution of (6). Then 1



vn < (v1p+1−2q + α2 (p + 1)/2) p+1−2q .



(13) G(α, v1 ) :=



Vn−1 (v1 )−Vn (v1 ) h



 −



hVnp (v1 ) 2



+ αVnq (v1 ).



Proof. By Proposition 3 and Remark 1 it follows that Ev > 0 and vn2p − v12p > 0 hold. This Observe that G(A, V1 ) = 0 represents the shows that right–hand side, and hence the left minimal equation satisfied by the coordinates hand–side, of (12) are strictly positive. Then (α, v1 ) of any (complex) solution of the polywe have nomial system (6). Therefore, for fixed α ∈ p+1 [0, M ], the positive roots of G(α, V1 ) are α2 2q 1 1 p+1 − 2 vn < p+1 v1 . p+1 vn the values of v1 we want to obtain. FurMultiplying this inequality by (p + 1)vn−2q we thermore, from the parametrizations (8) of conclude that the coordinates v2 , . . . , vn of a given solution n of (6) in terms of v , we p+1 v (v1 , . . . , vn ) ∈ R>0 p+1−2q 1 . vnp+1−2q − α2 (p + 1)/2 < v12q < v1 n conclude that the number of positive roots of From this inequality we immediately deduce G(α, V1 ) determines the number of positive sothe statement of the lemma.  lutions of (6) for such value of α. Therefore, we analyze the behavior of the funcWe finish this section by establishing a relation tion G(A, V1 ) for values A = α and V1 = v1 between v1 and α. corresponding to a given solution of (6). First, we observe that Proposition 5. Let M ≥ 2 be a given con 0 ≥ h1 Vn−1 (v1 ) − Vn (v1 ) stant, and let (v1 , . . . , vn , α) ∈ Rn+1 >0 be a so Pn−1 lution of (6) with α ≤ M . Then v1 < hVnp (v1 ) ≥ −h 12 v1p + j=2 Vjp (v1 ) ≥ − (2n−3)  1 2 p+1 p+1−2q 2 M 2 holds. for any v1 ≥ 0. n+1 Proof. Let (v1 , . . . , vn , α) ∈ R>0 be as in the From Remark 1(3) we deduce that Vnp−q , constatement of the proposition. From Lemma 4 sidered as function of V1 , defines a bijective and Remark 1, we deduce that polynomial mapping in R>0 . Therefore, there q q p+1−2q exist v1∗ , v1∗∗ ∈ R≥0 such that Vnp−q (v1∗ ) = α and • vn < (v1 + M 2 (p + 1)/2) p+1−2q , p−q ∗∗ 2α p • v1p < h( 12 v1p + v2p + · · · + vn−1 + 21 vnp ) = Vn (v1 ) = h hold. From this choice of v1∗ and v1∗∗ and the inequalαvnq ≤ M vnq . ity above we deduce that G(α, v1∗ ) ≥ 0 and Combining both inequalities we obtain G(α, v1∗∗ ) ≤ 0. Since G(A, V1 ) is a continuous q  p+1−2q p p+1−2q 2 function in R2 , from the previous consideration v1 < M v1 . + M (p + 1)/2 we deduce the following result: Let P (X) := X p(p+1−2q) −M p+1−2q X p+1−2q + q M 2 (p + 1)/2 . Since p > 2q − 1 holds, P is a real polynomial having exactly one sign change in the sequence of nonzero coefficients of P ordered according to degree. By the Descartes rule of signs we conclude that P has exactly one positive real root.  1 Let x0 := M 2 (p+1)/2 p+1−2q . It can be easily seen that P (x0 ) ≥ 0 holds for M ≥ 2. Since P (v1 ) < 0 hold, we deduce the statement of the proposition. 



Proposition 6. Fix α ∈ R≥0 and n ∈ N. Then (6) has positive solutions. In order to establish the uniqueness, we prove that the homotopy path that we obtain by moving the parameter α in R>0 is smooth, under mild assumptions on the number of nodes involved in the discretization.



Theorem 7. Let M ≥ 2 be a given constant and let A(V1 ) the rational function of V1 implicitly defined by G(A, V1 ) = 0. There exists n0 ∈ N such that for all n ≥ n0 the condition 0 (v ) > 0 is satisfied for v ∈ A−1 ((0, M ]) ∩ A 1 1 6 EXISTENCE AND UNIQUENESS OF R>0 . THE SOLUTIONS OF (6)



Proof. Dividing both sides of (12) by V1p+1 we In order to show the positiveness of the latter, obtain the following identity, that we express in it is sufficient to show that terms of the polynomials Vbk := Vk /V1 ∈ R[V1 ] Ev(k) := (2 ≤ k ≤ n): 1 (V p+1 −V p+1)− q (V − V )(V p +V p ) ≥ 0 p+1



(14)



1 (Vbnp+1 − p+1



bv + =E



− 1) +



1 2 b 2q 2q−p−1 2 A Vn V 1



h2 p−1 b 2p (Vn 8 V1



=



− 1)



bv := Ev /V p+1 . where E 1 With a similar argument as in the proof of Remark 1(3),(4), it can be shown that Vbk and Vbk − Vbk−1 are positive increasing functions of V1 in R>0 for 2 ≤ k ≤ n. Taking into account that bv is a polynomial in Vbk , Vbk − Vbk−1 (2 ≤ k ≤ n) E bv with positive coefficients, we conclude that E is also a positive increasing function of V1 in R>0 . We take derivatives with respect to V1 at both sides of (14).Rearranging terms and taking into account that Vbk > 0 and Vbk − Vbk−1 are increasing functions for 2 ≤ k ≤ n, we deduce that



k+1



k



p+1



k+1



k



k+1



k



for 1 ≤ k ≤ n − 1. From [15, Theorem 1], we have p−1



(k)



p Ev ≥ (Vk+1 −Vk )( 21 Vk+1 + 12 Vkp ) p ·   1 p 1 p 1 p p ( V + V ) (V − V ) . · p+1−2q − k+1 k p+1 2 k+1 2 k 4 1



p Since ( 21 Vk+1 + 12 Vkp ) p ≥ Vk holds, we conclude (k)



that Ev ≥ 0 holds for 1 ≤ k ≤ n − 1 if the following inequality is satisfied for 1 ≤ k ≤ n − 1: (15)



(1 +



4(p+1−2q) p(p+1) )Vk



≥ Vk+1 .



From Remark 1(1) we deduce that Vk+1 ≤ Vk + hVkp holds. Thus, we see that (15) is satisfied if the inequality hVkp−1 ≤ 4(p+1−2q) holds. p(p+1) From Proposition 5 we have the upper bound v1p+1−2q ≤ M 2 p+1 for v1 ∈ A−1 ((0, M ]) ∩ 2 R>0 . Hence, Lemma 4 implies Vk (v1 )p+1−2q ≤ A0 E1 (V1 ) = E2 (V1 ) + Vbn0 E3 (V1 ), M 2 (p + 1), and consequently, hVkp−1 ≤ h (p + where E1 (V1 ), E2 (V1 ) are positive functions of  1)M 2 (p−1)/(p+1−2q) holds for 1 ≤ k ≤ n. This V1 in R>0 , and shows that a sufficient condition for the fulfill2 E3 (V1 ) := h4p V1p−1 Vbn2p−1 −A2 q Vbn2q−1 V12q−p−1 + Vbnp . ment of (15), and thus of A0 (V1 ) > 0, is the following: We conclude that the inequality A0 (V1 ) > 0  p−1 p(p+1) holds in a given subset S of R>0 if the term n ≥ n0 := 1 + M 2 (p + 1) p+1−2q 4(p+1−2q) . E3 (V1 ) is positive in such a subset S. The reThis finishes the proof of the theorem.  mainder of this proof is devoted to prove this −1 assertion in S := A ((0, M ]) ∩ R>0 . Lemma 8. Let M ≥ 2 be a given constant and Multiplying E3 (V1 ) by (p + 1)−1 Vn V1p we are let A(V1 ) the rational function of V1 implicitly led to analyze the fulfillment of the following defined by G(A, V1 ) = 0. There exists n0 ∈ N sign condition: such that for all n ≥ n0 , exists c > 0 such that 2 2p 2 2q p+1 h pVn qA Vn V A−1 ((0, M ]) ∩ R>0 = (0, c]. 1 V V p E (V ) = − + n > 0. p+1



n 1



3



1



4(p+1)



p+1



p+1



Proof. By Theorem 7, there exists n0 ∈ N such Replacing the term − 12 A2 Vn2q in the that for all n ≥ n0 the condition A0 (v1 ) > 0 left–hand side of the above expression accord- is satisfied for v ∈ A−1 ((0, M ]) ∩ R . Fix 1 >0 ing to identity (12) of Proposition 3, we obtain n ≥ n0 . From Remark 1, we deduce that the following inequality: h p−q ≤ A(v ) ≤ V (v )p−q and V (v ) 1 n 1 n 1 2 Vn (v1 ) p 1 defines a bijective polynomial mapping in R>0 . p+1 Vn V1 E3 (V1 ) ≥ 1 1 p+1 ≥ p+1−2q V1p+1 +Ev )−Ev . − p+1 Since limv1 →0 Vn (v1 )p−q = 0, there exists  > 0 p+1 ( p+1 Vn such that (0, ] ⊂ A−1 ((0, M ]) ∩ R>0 . Let c0 := Therefore, the (strict) positiveness of sup{ : (0, ] ⊂ A−1 ((0, M ]) ∩ R>0 }. Suppose p 1 V V E (V ) is reduced to that of the term 3 1 n 1 p+1 that there exists δ > c0 such that A(δ) ≤ M . p+1 p+1−2q 2q Let c1 := inf{δ : δ > c0 , A(δ) ≤ M }. Since p+1 − V1 ) − p+1 Ev = (p+1)2 (Vn A(x) > M for all x ∈ (c0 , c1 ), we have that n−1 X 0 0 p+1 p+1 p p q 1 = p+1 (Vk+1 −Vk )− p+1 (Vk+1−Vk )(Vk+1+Vk ). A (c1 ) ≤ 0, which contradicts that A (v1 ) > 0 −1 for v1 ∈ A ((0, M ]) ∩ R>0 .  k=1 p+1 1 p+1 Vn



Now we state and prove our main result:
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in [9], [11], [10]. In these articles it is shown that such a simpler version of (4) has only one .... that the discrete analogue 1. 2h2 (vm âˆ’ vmâˆ’1)2 of the derivative 1. 2. 
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