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‘Biologists like to think that they are chemicists, chemicists tend to think they are physicists, physicists think they are gods, but gods think they are mathematicians’ - a popular joke
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The standard pairing



Let L and m be complex linear spaces put in duality via bilinear form h ; i : m L ! C. Let m be a -algebra with the positive cone of x x generating m. Assume that L has the identity 1 = 1 de…ning the reference weight # (x) = hx; 1i as a faithful positive linear functional on m and is regular s.t. any multiplication x 7! zx on m has transposed operator y 7! z 0y on L de…ned by hzx; yi = x; z 0y , and that L is closed under the transposed involution: hy ; xi = hx ; yi Then:
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Theorem



The dual space L of m with respect to the regular pairing is left module with respect to the transposed left action of m on L such that (xz )0 = z 0x0, and it is also the right module with respect to the right transposed action of m on L given by y 7! yz 8 with z 8 = z 0: D



E D E 8 0 x ; yz := z y ; x = hy ; z xi



hx z; yi :



Moreover, if y = y is positive element of L in the sense that hx x; yi 0 for all x 2 m, then z 0yz 0 is also positive for every z 2 m. The positive maps y 7! z 0yz 0 in fact are completely positive (CP) h iin the sense that for every semipositive matrix Y = yi;k in the sense hX X; Yi :=



the matrix



X D



xi xk ; yi;k



i;k 1



z 0Yz 0



=



h



E



P i;k 0 0 z y z



0 8xj 2 m; j = 1; 2; : : : ; i



remains semipositive.
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The universal transposition



The pairing is called central, if the left and right transz 1z 0 for all positions act identically on 1: z 01 z 2 m such that # is a trace: # (zz ) =



D



z; 1z 0



E



=



D



E 0 z; z 1



= # (z z ) z 2 m:



The antilinear invertible -map z 7! z represents m in e w.r.t. the induced product L as the opposite algebra m z z = z z s.t. ze = z becomes the transposition zgz = e zeze of m onto the weakly dense m L. Moreover, e by the dual space L becomes two-sided -module over m identifying z 0 and z 0 with z adding the identity 1 2 L e. to m e ? completing m e w.r.t. Note that the Banach space l = m the dual to C*-algebra norm has no identity if # is not …nite on the (approximate) identity of m which can be ~ (y) = h1; yi on L = added to represent the norm-trace # e = l extending by continuity the trace (xe) = h1; xi e onto l. # (x) from m
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The modular pairing



The transposed …nite trace # = e is extended to the normal semi…nite trace on the positive cone of the dual F space M = m? l| represented by the weak closure of m as a von Neumann algebra on the associated GNS Hilbert space. However, not every W*-algebra as the dual to a Banach l-spaces has such reference trace, but it has always as a reference a normal semi…nite faithful weight #. The weakly dense subalgebra m l| is called modular with respect to # if there exists a linear multiplicative invertible map : z 7! z 0 of the complex conjugated e form the opposite algebra m e element z 2 m l s.t. z 0 =z=



1 z0



8z 2 m:



The basic example of the standard modular pairing is e by given by a trace on a -algebra M m hx; yi :=



where



e gy) = (y (x e )) (gx



(x) = gxg 1, g = g



0,



e )) ; # (x (y



(y) =



(gyg).



Section 1 Operational Entanglement Theory
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Quantum objects and states



Notation: Mn – simple matrix algebra of dim Mn = n2 ej jm



e = m



j M j | = l# – the predual space of M =



M| = hm; !i D



mj ; !



e j = Mnj – semisimple modular algebra m



j



E



ej jm



E P D j ! (m) – (M; M|)-pairing j m ; ! j , say



= trm ej



e [mj !



j]



j n0 ;n ej mn0;n! j , !



= !j :
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The general and qubit paring



Every state ! 2 M+ | domiated by can be realized by != , = 1=2 ( ) in M := J MJ M s.t. 1 2



hm; !i# = h jm i# ; m =



e ) 8 2 X: (m



e ] for ! e := h! |h For example, hm; !i = tr [m! where h = h| = h is self-invertible.



Quantum bit algebra M2 of 2 B = b :=



"



b0



+ b3



e, !



2-matrices h = 2, b1



ib2



b1 + ib2 b0



b3



#



b



with = q in the Stock’s basis = 1; ! of M2, paired by the normalized trace = 12 tr: hB; i = b q :=



3 X



=0



b q



b q = tr [B 2 | 2] :
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Entanglement as operation



Every state ! 2 M+ | on M = A B is de…ned by ha; $ (b)i = ! (a



where $ (b) =



b) = h$| (a) ; bi ;



(1)



b is a CP map B ! A| dual to



$| : a 7! 8 a 8 2 B| a 2 A



(2)



normalized to the densities of the marginal states & , : $(1B ) =



2 A| ;



$|(1A) = & 2 B|:



Note that $ and $| can be written in terms of the compound density operator ! = as $(b) = trB [(1A eb)! ] e $|(a) = trA[(a 1B )! ]



hb; !iB ; h!; aiA :



(3) (4)



De…nition A CP map $ : B ! A| normalized to a state = $(1B ) is called the entanglement operation. It is proper (or true) entanglement if the transposed pos] itive map $~ : b ! $ (b) into A is not CP on B .
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The standard entanglement



The entanglement is called standard for the state & on B if it couples & to the transposed state = e& on A = B by $ (b) := 1=2b 1=2



% (b); 8b 2 B :



(5)



| Obviously $ (a) = & 1=2a& 1=2 (a), where & = e . | Note that % = % i¤ B = B and & is symmetric, & = .



Given & , the standard entangled state is de…ned by e 1=2] = ! q (a trB [b 1=2a



b) = trB [a& 1=2eb& 1=2]: (6)



Theorem 1 Every entanglement $ on B to the state 2 A| has a decomposition $ = % , $(b) = 1=2 (b) 1=2



% ( (b)) ;



(7)



where is normal CP contraction B ! A such that 1A (1B ) E on the the minimal orthoprojector E 2 A supporting the density operator . This decomposition is unique by the normalization condition (1B ) = E .



Section 2. Quantum Divergences and Entropies
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Information divergences



The information divergence D (! ; ) of a state ! with respect to a reference state (or weight) de…ned by a positive operator dominating the density ! , is usually given by the relative entropy S (!; ) = tr [ln ( =! ) ! ] as D = S . More generally, if tr [ ! ] 6= 0,



!i where rl = l0 (1) : Here l is contrast function usually taken as l = ln, but it can be any smooth monotone concave function l : R+ ! R positive on (1; 1), negative on (0; 1) and ljR = 1. In the commutative case =! is R.N. derivative, and D is uniquely de…ned, up to l, by axioms. Dl (!; ) + Sl (!; ) = hrl ;
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Axiomatic properties



1. D(! ; ) 2. D



P i 0 with D = 0 , ! = . =1)



i! ; i



i



3. D ($ ; ' )



P i D (! i; i) if i =



i



D(! ; ) for any channel



0.



!



.



In addition, we say that D(! ; ) is semi…nite if 4. D (! ; ) < 1 if !



' for a positive ;



that is smooth (di¤erentiable) if



5. the function d (s; t) = D (! + s#; + t#) is smooth; that it is negaentropy for S = hr; 6. S (! ; )



S (! ; 1) for every



!i



1.



D if
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Relative l-entropies A&B



If and ! do not commute, != is yet to be de…ned. In the logarithmic case l = ln, or l = er ln 1 for any 0 < r < 1 one can take the naive convention ln (!= )A = ln ! ln and obtain the Araki-Umegaki relative entropy (A)



Sln (! ; ) = tr[! (ln (A)



or Sl



ln ! )] = ! [ln



ln ! ] ; (8)



= ! [lA]. However, it is more natural to de…ne



(B) S l (! ;



) := tr[^ 'hl !



)] =



h



! l ( =! )



i



1



1



2! 2 by ( =! )B = ! 1 in terms of the density ! = of ! w.r.t. . Here hl (p) = pl p 1 can be given by any p contrast function l, e.g. l (p) = 2 p 1 . This relative entropy was introduced by Belavkin-Staszewski in 1986 for the case l = ln. One can easily rewrite it as



(B)



Sln (! ; ) =



tr[! ln(



1 ! )]



=



tr[ln($ ^' ^ 1 ) ! ]: (9)
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Multiplicative additivity



Note that the general relative entropy S has almost all properties of the divergence D except the positivity 1, unless ! , S (!; ) < 0 if h1; !i < 0 under the condition 6. It implies also the entropy semiincrease S (! ;



)



S (! ; ); where



=



instead of 3 for every normal unital CP map ticular, it is jointly concave (not convex) X



S( )



i! i;



X



i i



X



. In par-



i S (! i ; i ):



The ln case is de…ned by the additional multiplicative additivity property of the entropy jointly with respect to products of weights i and states ! i: = Here



i; ! i



=



=



n i=1 i



! i ) S (! ; ) =



X



S (! i ; i ) :



and similar for ! on M =



n i=1 Mi.
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A new ln-information C



The function ! 7! D (! ) := D (! ; ) is uniquely de…ned by its Legendre-Fenchel transform n



^ (m) = inf hm; !i + D (! ) : ! 2 M+ D |



o



as a proper concave function of the mass operator (energy) m 0 from the dual algebra M. If commutes ^ ( ) coincide for any with ! , one can explicitly …nd that D l;



()



type of the divergence Dl; given by a smooth l. Thus, for l = ln it is simply the logarithmic free energy ^ ln; (m) = tr D



h



1



i m e # =



1



e m



in both case (A) and (B). However, in the noncommutative case we have implicitly two di¤erent types of "free ^ (A) and D ^ (B) which do not coincide with D ^ ln; energy" D l; l; for the logarithmic l. Therefore, the inverse LegendreFenchel transform Dln; (! ), D (! ) := sup



n



1



e m



o



hm; !i : m = m 2 M ;



^ de…nes implicitly informational of the "free energy" D divergence of the third thermodynamical type C



Section 3. The Proper Quantum Entropies and Informations
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Mutual quantum informations



Here we de…ne symmetric quantum mutual information in a compound state ! achieved by a quantum entanglement $ : B ! A|, or, equivalently, by $| : A ! B|, as the general information divergence of the state ! on M = A B with respect to the product state = &: IA;B ($) = Dl (! ; ()



& ) = IB ;A($|). ()



(10)



In particular, IA;B ($) = Dln (! ; & ) is the quantum mutual information of the type A, B and C, say.
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Convexity and monotonicity



Due to the direct a¢ nity and monotonicity we have mutual convexity X i



i D (! i ; i



& i)



P



0



D@



X i



i! i;



X



i( i



i



1



& i )A



for any i > 0, i = 1 and the states ! i on A B with the marginals i, & i. We have also local monotonicity D (! (K



L) ; K



& L)



D (! ;



&)



for any normal UCP K : A ! A and L : B ! B . Theorem 2 Let and $ = K| ' be entanglement to the state = K on A L (g) de…ned as the composition of an entanglement ' : B ! A| of the state & on B to (A ; ), = '(1B ) and a channel K| : A| ! A| as the predual to a normal UCP map K : A ! A . Then the following monotonicity holds $ = K|



()



' ) I A ;B ( $ )



()



I A ;B ( ' ) :



(11)
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Proper quantum entropies



Decomposing $| = K by the Th. 1 we obtain by e , $| = monotonicity the explicit solution A = B to sup



h1A ;$( )i=&( )



I A ;B ( $ ) = I



e( B ;B



)



HB (& ):



De…nition 5 The maximal quantum information H B (& ) = I



B ;B



()



()



($e& ); Hln = Iln B ;B



e ($ & ) = I e



(12)



over all entanglements $| of any (A; ) to (B ; & ), achieved e by the standard quantum entanglement on A = B $|(a) = & 1=2a& 1=2 (a), is called proper quantum entropy of the state & . The positive di¤erence H B jA ( $ ) = H B ( & )



I A ;B ( $ )



0



(13)



is called the conditional proper quantum entropy HB jA = HB IA;B of the entanglement $ : B ! A|. ()



Note that Hln SB (& ) := tr [& ln & ] which is n o | SB (& ) = sup IA;B ($) : A = C ; $ (1A) = & : $
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Quantum channels



De…nition 6 A quantum channel is described on the output algebra B by a linear normal UCP map : B ! B , (b) =



X k



y



Vk bVk 2 B



into an input algebra B as P



y



| =



8b 2 B ; |jB , where V are k |



contractions, k Vk Vk = 1B . This can be written in terms of |jB| | on B| as | (& ) = V (& |



1)V|y 2 B|, where V| = Ve . (14)



Here V is a stochastic coisometry, i.e. a linear operator P y with the partial trace k Vk Vk = 1B . For example, quantum noiseless channel is described for B = L(h) by any single coisometry V : h ! h , VVy = 1B as |(b) = V bV y. | |
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Entangling encodings



De…nition 7 A quantum encoding of the input state & for the channel with an alphabet, or Alice probe algebra A is any generalized entangling CP map : A ! B normalized as (1A) = & . The proper quantum encodings Kq correspond to the proper entanglements, while the semi-quantum encodings Kc are described by the commutative (classical) alphabet algebras A = C . Each encoding ! (a



b ) :=



2 K (& ) induces a compound state X



i



y



(a



b ) i]



i



ha



b ;! i:



B by the denP fyf sity operator ! = i i of the encoding (a) = e trA [(a 1B ) ! ]. It is a composition = K of the pure quantum encoding and a normal UCP map K : A ! A into the su¢ cient alphabet algebra g antiisomorphic to B : A =B p p (a) = & K (a) & a 2 A: given on the input-probe algebra A



Section 4. Channel Capacities and their Additivity
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The channel capacities



The quantum channel transmits the probe-input encoding into the probe-output encoding | entangling the output state via this channel to = $(1B ) by | = $ = K|'. The capacity of the channel is the maximal mutual information IA;B ( | ) = IA;B (K|



) = IA;B (K|');



(15)



transmitted by quantum encodings . Here ' = is the standard maximal input entanglement (b) = p p b transmitted via .
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The semiquantum capacity



De…nition 8 Given a channel : B ! B and a subset K Kq , the channel K-capacity is de…ned by n



JK ( ) = sup IA;B ( | ) :



o



2K :



(16)



The channelled semiquantum and the proper quantum information capacities are de…ned respectively as



Jq (& ; ) = JKq (& ) ( ) ; Q( ) = JKq ( )



(17)



Jc(& ; ) = JKc(& ) ( ) ; C ( ) = JKc ( )



(18)



Lemma 2 Let (b) = V bV y be a unital completely positive map : B ! B (Noiseless channel.) Then Jq ( & ; ) = HB (& ); Jc (& ; ) = S B (& )



(A)



and C ( ) = ln rankB , Q ( ) = ln dim B for I = I A ;B .
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The true quantum capacity



Theorem 3 The channelled entangled information achieves the value Jq ( & ; ) = I A ;B ( ' ) = I B ;A ( | ); (19) where ' = $ is given by the optimal input entanof the channel input state & to the glement $ = transposed state = &f induced on the minimal su¢ g. cient alphabet A| = B | ()



()



()



Proof: Use the monotonicity of IA;B (K|') with respect to K| and the commutativity of the corresponding diagrams. Note that we have explicitly three types of such channelled information for each l, and obviously, (A)



Jl;q (& ; )



(B)



(A)



Jl;q (& ; ); Ql



() () Ql ( ) = sup IB ;A ( |



( )



(B)



Ql



( );



$ & ) : & 2 S (B ) :
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Encoding product channels



Denote i = & i , i = e& i and consider the product states n & ; i=1 i



=



respectively on A



=



=



&



Bi and B



n i=1 i ei. = A



De…nition 9. A quantum block-encoding is a normal CP map (n) : A(n) ! A | on an alphabet algebra A(n) s.t. (n) 1(n) = n & for the given states & 2 B . i| i=1 i i (n)



(n)



Obviously, the compound density ! ^ 2 A| A | for any product block encoding = n i= i is the product ^ i of the input compound states ! ^ i = !i , ! ^ = n i=1 ! | each entangled by $i = i on Ai Bi . However, the block encoding (n) and therefore ! ^ a product, despite of (n) 1(n) = one-to-one correspondence ! (n)



a(n) = trA(n)



a(n)



(n)



(n)



need not to be . This is due to



$ (n):



1B !



(n)



a(n); ! ^



(n)



:
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Optimal block q-coding



Lemma 3 Let | : A | ! B| ,



Jq



(n)



= I B ;B



;



'



(n)



=



n i i=1 .



Then



fi with B i = A ; 'i = i



Proof: Due to Theorem 1 we can decompose the quantum block encodings (n) : A(n) ! A | as (n) = e is a normal UCP K(n), where K(n) : A(n)q! A q i bi i is the standard map and b = n i=1 entanglement to Jq



(n)



for a given &



;



(n)



i n i=1 .



=



The maximum (n)



= sup IA;B(K|



) :



K



(n) (n) = e , taken over all channels K| with (n)



e …xed domain A | but arbitrary range A| is achieved at (n) K| = I by the monotonicity argument for any type of quantum channelled l-information Jq ; .



i:
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Additivity of q-capacities ()



Theorem 3 The l = ln q-informations Jq () Jq (



are additive,



X



() Jq ( i ; i ); and so is the logarithmic proper quantum capacity



Q( )



=



;



)=



() sup Jq (



;



)=



X



Q( ) ( i) :



Proof: Follows immediately from Lemma 3 by additivity argument of the logarithmic function l = ln Note that this argument does not work for any type of the () semi-quantum information Jc ; and C ( ) since the product encodings (n) = ()



might not max-



(n)



under the constraint A(n) = imize IA;B K| C (n) corresponding to any semiclassical encoding satisfying (n) 1(n) = . One should not expect the ad()



ditivity of any types Jc ; , C( ) as it has been already proven for the Holevo bounds corresponding to the logarithmic case of the type (A).
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Conclusion



Quantum channel capacities have several di¤erent formulations when considering to send classical information or quantum information, one-way or two-way communication, prior or via entanglement, etc. Our algebraic approach puts these questions under the form of di¤erent constraints on the encoding class K. Another natural problem in this direction is to compare proper quantum capacities in quantity for some interesting quantum channels, such as Gaussian channels, with other smaller capacities under well known constraints, such as semiquantum capacity, and …nd for which class of channels they coincide. Generally how to access those capacities, using physically implementable operations for encodings and decodings, such as quantum channel capacity for one-way communication via entanglement, is of course an important open problem in quantum information and quantum computation.
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