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Challenges for Discontiguous Phrase Extraction Dale Gerdemann, Gaston Burek Dept. Linguistics University of T¨ubingen [email protected], [email protected] Abstract Suggestions are made as to how phrase extraction algorithms should be adapted to handle gapped phrases. Such variable phrases are useful for many purposes, including the characterization of learner texts. The basic problem is that there is a combinatorial explosion of such phrases. Any reasonable program must start by putting the exponentially many phrases into equivalence classes (Yamamoto and Church, 2001). This paper discusses the proper characterization of gappy phrases and sketches a suffix-array algorithm for discovering these phrases.



1.



Introduction



Writing is an essential part of learning and evaluating written texts is an essential part of teaching. A good teacher must attempt to understand the ideas presented in a learner text and evaluate whether or not these ideas make sense. Such evaluation can obviously not be performed by a computer. But on the other hand, computers are good at evaluating other aspects of texts. Computers are, for example, very good at picking out patterns of linguistic usage, in particular terms and phrases1 that are used repeatedly. It is often the case that choice of terminology can be surprisingly effective in characterizing texts. For example, the terms “Latent Semantic Analysis” and “Latent Semantic Indexing” mean essentially the same thing, but the former is more characteristic of the educational and psychological communities whereas the latter is more characteristic of the information retrieval community. In a similar vein, Biber (2009) uses characteristic phrases to distinguish between written and spoken English. Up to now, in the eLearning community, bag-of-words based approaches have been most popular for evaluating student essays (Landauer and Dumais, 1997). It is the contention of this paper that the next step of considering phrases will not be possible until eLearning practitioners immerse themselves into the somewhat technical combinatorial pattern matching literature. This paper is concerned with extracting phrases with gaps. This is an important topic since many phrases occur in alternative forms. For example, the English phrase one and the same has an essentially verbatim counterpart in Bulgarian, but the Bulgarian phrase occurs in a variety of forms depending on gender and number of the following noun. The following forms were extracted from a few Bulgarian texts: åäèí è ñúùè, åäíà è ñúùà, åäíî è ñúùî, åäíè è ñúùè. In this simple Bulgarian phrase, there are three different alternations. First åäèí (’one’) occurs with inflections −∅, -a, -o and -è. Second, ñúù- (’same’) occurs with inflections -è, -a, and -o. And third, åäèí also contains the “fleeting” or “ghost” vowel è, which alternates with ∅.2 If 1 We use the term “phrase” to mean repeated sequence of tokens. This is quite flexible, allowing any kind of tokenizer and phrases of any non-negative length. 2 Ghost vowels are a characteristic of Bulgarian and Slavic lan-



we consider this Bulgarian expression as a sequence of letters. Then the inflection on åäèí is in the middle, whereas the inflection on ñúù- is on the right periphery. Both of these instances of variation are problematic. The variation in the middle, however, is somewhat more problematic, and is the main focus of this paper. Most phrase extraction programs are based on pattern matching algorithms developed for computational molecular biology. To adapt such algorithms for natural language, with worst case examples such as the Bulgarian phrase above will require a great deal of thought. In particular, cooperation between language researchers and computer scientists is required. Too often language researchers use off-the-shelf software packages, and apply no particular programming skills at all.3 Hence, the goal of the present paper is not to present a new algorithm for gapped phrase extraction, but rather to present some features of what such a phrase extraction program ought to provide. Some technical literature is presented, but the intended readership of this paper is non-technical. 1.1. Algorithmic Introduction Efficient algorithms for phrase (or n-gram) extraction were introduced into the computational linguistics literature by Yamamoto and Church (2001) and have subsequently been used for a wide variety of applications such as lexicography, phrase-based machine translation and bag-of-phrases based text categorization (Burek and Gerdemann, 2009).4 Ultimately, the goal of such algorithms is to discover repetitive structure as represented by frequently recurring sequences of symbols. Unfortunately, the approach of Yamamoto and Church often misses repetitive structure since phrases often occur with slight variations. For example, the middle term of a phrase might occur in different morphological variants: guages in general (Jetchev, 1997). The vowel è (IPA: /i/) is, however, idiosyncratic as a ghost vowel. 3 For language researchers wishing to acquire some programming skills, there is probably no better starting point than Sedgewick and Wayne (2010 forthcoming). 4 Similar algorithms are also used by Dickinson and Meurers (2005) for detecting inconsistencies in annotated corpora. This is particularly relevant, since they are specifically interested in discontinuous (or gapped) annotations.



all join in vs all joined in; or the middle term may vary in other ways: give me a vs give him a. Recently, an algorithm for finding such paired repeats was presented by Apostolico and Satta (2009). This algorithm is quite efficient, as it is shown to run in linear time with respect to the output size. Unfortunately, however, the algorithm is designed to extract “tandem repeats,” which are defined in a way that may not be entirely appropriate for the researcher interested in extracting gapped phrasal expressions. The goal of this paper is, then, to specify the requirements of such researchers. The hope is that this paper will provide a challenge for algorithm designers who may either want to adapt the Apostolico and Satta algorithm or design a new competing algorithm. One difference between the Yamamoto-Church algorithm and the Apostolico-Satta algorithm is the former is based on suffix arrays, whereas the latter is based on suffix trees. This should, however, not be seen as a major distinction, since recent developments with suffix arrays have tended to blur the distinction (Abouelhoda et al., 2004; Kim et al., 2008).5 To some extent, one may think of suffix arrays simply as a data structure for implementing suffix trees. Further implementation issues will be discussed below.



2.



Some Terminology



To start with, let us consider a typical gapped expression: from one X to the other.6 The goal of gapped phrase extraction is to discover gapped expressions such as this. Once such a pattern is discovered, a researcher can easily find further instances of the pattern by searching with regular expressions in other corpora. Initially however, the phrase extraction may discover just a couple of instantiations for X, which may be expressed as a simple regular expression using only alternation: f romone[shore|edge]totheother. In referring to patterns such as this, we will use α to refer to the left part f rom one and β to refer to the right part to the other. It will generally be assumed that the left and right parts are non-empty. For the alternation in the middle, We will use the letter m. It will generally be assumed that the middle consists of at least two alternatives. As usual, we will use letters from the beginning of the alphabet a, b, c to represent single symbols, and letters from the end of the alphabet w, x, y to represent sequences. The reader should keep in mind, however, that what counts as a symbol depends on the tokenization. The two obvious approaches are character-based and word-based tokenization, with the latter in particular requiring algorithms adapted to a large alphabet. In some sense, word-based tokenization is more natural, though the character-based approach has the 5



Kim et al. (2008) is of particular interest for NLP, since their approach is optimized for a large alphabet, as opposed to most of the bioinformatics literature which uses a four-letter alphabet. With a large alphabet, it becomes possible to tokenize a text by words, and treat each word as a “letter.” 6 Perhaps eLearning practitioners who are interested in ontologies will find this example interesting. There is clearly a class of “polarized entities” that can serve as good instantiations for X. Paired, but non-polarized entities like sock and shoe are not very felicitous. Is there a WordNet synset for this?



advantage of avoiding some difficult problems such as compound nouns in German and word segmentation in Chinese Zhang and Lee (2006). In this paper, we assume that some tokenization (and also possibly normalization) is performed on the corpus, and that tokens are replaced by integers.



3.



Desiderata



We now present a rather incomplete list of desirable features for gapped phrase extraction. 3.1. Main Parameters By default an extracted gapped phrase αmβ should have |α| ≥ 1, |β| ≥ 1 and m = [a1 | . . . | an ] where n ≥ 2. These are minimal values, and may be set to larger values to extract possibly more interesting phrases. If the length of α or β is set to 0, then the gap will be on the periphery. The length of α may also be seen as an efficiency consideration. The central idea of the Apostolico and Satta algorithm, for example, picks out candidate left parts first, and then for each of these, a recursive call is made to find a corresponding right part.7 Putting a length restriction on α means that there are fewer candidates, and therefore fewer recursive calls. Clearly, an alternative approach would be to start with the right piece and recursively search for corresponding left pieces. 3.2. Conditions on the Gap A language researcher studying gapped phrases may find a gap of length 4 interesting (from one end of the Earth to the other) but a gap of length 7 uninteresting (Medical bills from one puppy catching something and passing it on to the other puppy). With character-based tokenization, however, a gap of length 6 or more may well be interesting: and half − [believ|f orm|melt|slouch]ed.8 In addition to specifying the maximum length of the gap, it may be desirable to be able to specify a minimum length. An alternation like b[|o]ut for ’boat’ and ’but’ seems particularly perverse, though perhaps there are other ways to filter out such uninteresting cases. Biber (2009) limits the gap to be of length exactly one. But this seems to merely reflect the limitations of a particular software package since in the context from one X to the other, there is very little difference between the single word ’extreme’ and the four word phrase ’end of the Earth’. It may also be possible for the gap to have negative length, effectively meaning that the left and right parts overlap. This is allowed, for example, in the Apostolico-Satta algorithm, though it is unclear what advantages this “feature” has for natural language texts.9 7



We’re simplifying quite a bit here. The “recursive call” is, in fact, rather different from the original call. 8 This pattern is found in Moby Dick. A language researcher might be interested in such an example since it seems to pick out a semantic class of actions that occur or can be performed in a partial manner. 9 In fact, the the Apostolico-Satta algorithm has a parameter d not for the length of the gap, but rather for the maximum distance between the beginning of the left part and the beginning of the right part. If d < |α|, then there could be overlap. This, however, does not seem to be a serious limitation, since it would be easy enough to adapt the Apostolico-Satta allgorithm to let d be some function of |α|.



More sophisticated possibilities also exist. For example, one could specify the the gap length conditions as a function of the lengths of the left and right pieces. Or perhaps a function of the contents of the left and right parts and the gap could be used. Another possibility would be to measure the gap length as number of syllables or number of some other kind of linguistic unit. Probably, it would not be possible to incorporate such conditions directly into the extraction algorithm. Most likely, a secondary filter would be the required approach. 3.3. Principle of Maximal Extension A fundamental notion in the pattern recognition literature is that of saturation, which Apostolico (2009) defines as follows: . . . a pattern is saturated relative to its subject text, if it cannot be made more specific without losing some of its occurrences. This is stated in a rather imprecise way, but the intention should be clear. Suppose that the pattern mumbo has occurrences at (i, i), (j, j) and (k, k). Suppose further that the pattern is extended (made more specific) to mumbo jumbo and that occurrences are now found at (i, i + 1), (j, j + 1) and (k, k + 1). Then the 3 old occurrences should not be seen as lost, but rather as replaced by 3 corresponding longer occurrences. So the pattern for the incomplete phrase mumbo is unsaturated. Suffix trees and suffix arrays are a kind of asymmetrical data structure that make extensions to the right easier to find than extensions to the left. So given mumbo, it is easy to extend this to the right, but given jumbo, it is much harder to extend this to the left. For left extensions, Abouelhoda et al. (2004) advocate the use of a Burrows and Wheeler transformation table. For gapped phrases, the issue of extension to the left and right becomes even more complex. Given a pattern α[ax1 | · · · | axn ]β, it seems reasonable to extract the a, turning the pattern into αa[x1 | · · · | xn ]β, capturing the generalization that the middle part always starts with a. If the left and right parts are both extended, then one can find patterns like Ahab r[each|emain|etir|ush]ed (from Moby Dick), where extension of the left part represents the linguistically interesting fact that all the verbs are in the past tense. The extension of the left part, on the other hand, captures the rather uninteresting fact that all the verbs happen to start with r. If the left part is now further extended, then the pattern becomes more specific, and loses some of its occurrences: Ahab re[ach|main|tir]ed. It is unclear how a gapped phrase extraction program should be designed to rule out such uninteresting extensions.10 It is interesting to think about the example in the previous paragraph in terms of saturation. Suppose we think of the 10



On a personal note, it is examples like this that inspired us to write this paper. We had started off by implementing an algorithm similar to that of Apostolico and Satta (2009), and after encountering problematic cases like this, decided to put the algorithm aside for a while, and to concentrate on writing a specification of desirable features for any gapped phrase extraction program.



patterns as Ahab r . . . ed and Ahab re . . . ed. That is, think of the middle part as not really part of the pattern, but rather as providing information about occurrences of the pattern. In this sense, Ahab re . . . ed appears to be more specific, since the occurrence with rushed is lost. But there is a problem here. Recall that the . . . matches sequences no longer than length d. If we set d to be 4, then the supposedly less specific pattern will not match Ahab remained, and the supposedly more specific pattern will match this occurrence. This suggests that the Apostolico-Satta approach of letting d be the distance from the beginning of the left piece to the beginning of the right piece may be preferable. On the other hand, their approach allows the left and right parts to overlap. 3.4. No Overlap The Apoostolico-Satta algorithm is designed to find tandem occurrences of two strings, which they explain as follows: By the two strings occurring in tandem, we mean that there is no intermediate occurrence of either one in between. To illustrate the problem of intermediate occurrences, consider the following truncated version of Moby Dick (tokenized by character): the boat. the white whale The sequence the occurs twice, so this is a candidate left part. The sequence wh occurs twice, both times with the to the left (supposing d = 6, for example). So without taking care, one might extract the nonsense pattern the [| white] wh. The Apostolico-Satta algorithm is designed from the beginning to rule out such overlaps. But the basic algorithm presented in section 4. has a problem with these. An extra step would be required just to filter out such overlaps. 3.5. Boundaries A common feature in the study of (gapped) phrases is that they are allowed to cross many, but not all kinds, of boundaries. For example, in the “lexical bundles” studied by Biber (2009) is that they, more often than not, cross the category boundaries of traditional linguistics. Typical examples are: as a result of and it is possible to. With tokenizing by letter, one often finds partial words (example from Moby Dick): contrast [between|in|of |to] th. Here the partial word th seems to play an important role in English. Still there are some boundaries that should not be crossed. Dickinson and Meurers (2005), for example, note that the patterns that they were looking for should not cross sentence boundaries. There is therefore a temptation to put such boundary constraints into the phrase extraction program. We believe, however, that this is a mistake. The phrase extraction program is already complicated enough without having to deal with such special cases. In this case there seems to be a fairly simple-minded alternative. Simply use a tokenizer that replaces each boundary punctuation character (period, question mark, etc) with a unique integer identifier. This requires a bit of bookkeeping to remember which integers have been used to represent



which punctuation characters, but it is still much easier than modifying the suffix arrays or trees. A similar approach is described in section 4. to avoid extraction of “phrases” which start near the end of one text in the corpus, and conclude near the beginning of the next text. 3.6.



Interesting Phrases



To be useful, a phrase extraction program must be equipped with a notion of what kinds of phrases are interesting. Citing Apostolico (2009): Irrespective of the particular model or representation chosen, the tenet of pattern discovery equates overrepresentation with surprise, and hence with interest. In linguistics, there are other ways of defining interest. For example, a phrase may be considered interesting if it exhibits some degree of non-compositional semantics, or if it exhibits some particular syntactic pattern. For an overview, see Evert (2009). Another way of measuring interest is more goal directed. One might say, for example, that a phrase is interesting if it is useful for distinguishing positive camera reviews from negative ones (Tchalakova, 2010). Or alternatively, a phrase could be considered interesting if it is helpful for distinguishing high quality online posts from low quality ones (Burek and Gerdemann, 2009). A central insight of (Yamamoto and Church, 2001) is that measures of interest are most commonly based upon basic measures of term frequency and document frequency, and that these measures need only be calculated for the saturated phrases.1112 So, for example, the term frequency and document frequency for mumbo is exactly the same as for mumbo jumbo, so this information can be stored just once at the appropriate node in a suffix tree or for an lcp-interval in a suffix array. The problem is, of course, that jumbo really ought to be included in this class as well, and neither suffix trees nor suffix arrays provide a natural way of representing such equivalence classes. A key question to answer is how the interest measure should be incorporated into the gapped phrase extraction algorithm. The simplest approach would be to extract phrases initially without regard to interest, and then use the interest measure as a filter to remove uninteresting cases. Another approach would be to incorporate the interest measure into the algorithm, perhaps by restricting candidate left parts to just the interesting cases before looking for matching right contexts. We leave this as an open question. 11



This was at least the basic intuition. In fact, the YamamotoChurch algorithm did not maximally extend phrases to the left since they did not use the Burrows and Wheeler transformation table as advocated by Abouelhoda et al. (2004). 12 Aires et al. (2008) presents a rather more complicated formula, in which the interest of a phrase is a function of both the term frequency of its subphrases and the superphrases containing the phrase as a subphrase. This is algorithmically more complex, but may be an improvement.



4.



Algorithmic Specifications



In this section, we sketch a rather basic algorithm which may serve as the basis for something more useful.13 The idea is quite simple. Given a phrase extraction algorithm for non-gapped phrases, candidate left parts can be extracted. To reduce the search space, these candidate left parts may be required to be maximally extended or “interesting” in various ways. For a given phrase p, find all occurrences of p in the corpus, and denote each such occurrence as (i, j), where i and j are the indices of the first and last tokens of the occurrence in the corpus. For each such occurrence, specify the right context as (j + 1, j + d + 1), where d is the maximal length allowed for the gap. Clearly, these right contexts can be found efficiently using either suffix trees or suffix arrays. Now form a new corpus by treating each of these right contexts as a single text in this subcorpus. Following the idea of Yamamoto and Church (2001), the texts in this subcorpus should be concatenated, using sentinels to separate one text from the next, and also with one sentinel at the end. Assuming that the text is represented by integer id’s, then the smallest otherwise unused integers can be used for the sentinels. Assuming that a subcorpus is built up in this way, then finding right parts corresponding to each left part is mostly just a matter of running the phrase extraction program again for each subcorpus. There are, however a couple of issues to watch out for. First,pp it is important that a different integer is used for each sentinel. Otherwise the sentinels themselves, including possibly context around the sentinels, will be seen as repeated phrases. Second, there is a problem with limiting the right context to be of length d + 1. If the gap is of length d, then the right context is just long enough to include one token from the right part. Consider, for example the following subcorpus for the left part from one with d = 4: end of the Earth to $ extreme to the other foo $ shore to the other bar $.14 From this subcorpus, one would find the patterns: f rom one [end of the Earth | extreme | shore] to and f rom one [extreme|shore] to the other. It is clear that the first of these patterns has been artificially truncated. This problem is solvable, but it takes a bit of bookkeeping. The idea here is that when a subcorpus is formed, for each token in the subcorpus, a record is kept of where that token was located in the original (parent) corpus.15 With this record, the end locations of each occurrence of f rom one [end of the Earth | extreme | shore] to can be found in the parent corpus. The longest common prefix can then be found for the set of sequences starting at these end locations, and this can be used to extend the truncated right part. There is still a problem, however, since if f rom one [end of the Earth|extreme|shore] to is extended to f romone[extreme|shore]totheother, then two instances of this latter pattern will be found. So an efficient way of avoiding such duplications must be found. 13



An alternative is presented in Gerdemann (2010). The tokens foo and bar are arbitrary. All sentinels are printed as $ even though different integers are used. 15 Such record keeping is required in any case if document frequencies are required for the phrases. 14



Another problem also involves maximal extension. Suppose that the saturated pattern α is chosen as the left part. Since it is saturated, it cannot be extended to aα or αb without losing some of its occurrences. Now suppose that β is chosen as a corresponding right part, so that the gapped pattern is α . . . β. Now it may be that α by itself is saturated, but nevertheless in this context extensions could be made to aα . . . β or αb . . . β without losing any occurrences. Extending the pattern to αb . . . β, since it encroaches upon the length of the gap (represented by . . .). So rather than extending the left part, it is preferable to filter out cases such as α . . . β where the left part is extendable. Suppose that α can be extended to α0, where α and α0 are both saturated. Then both α and α0 will be considered as candidate left parts. So more specific instances of α . . . β may be found in any case when this pattern is not saturated. The efficiency of the algorithm is, however, an issue, since the filtering turns it partially into a generate-and-test algorithm.16



5.



Conclusion



Gapped phrase extraction clearly has a lot of utility, as witnessed by the number of language researchers who have investigated such phrases, using very imperfect tools. The proper tool for this purpose is an open question which has not been resolved in this paper. The hope is that, as specified in the title, this paper will serve as a challenge, both to someone interested in algorithm design and implementation or to someone who is interested in further specifying what features a gapped phrase extraction program ought to have. The benefits to eLearning will be that learner texts will be better characterized in terms of the phrases that that the learner uses, instead of simply in terms of a bag-of-words model. Learners should get feedback indicating which phrases are effective, high-quality, appropriate for a particular domain, etc. Such feedback will result in improved writing, in turn leading to better communication. And ultimately, in terms of social theories of learning, better communication will result in improved learning.
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