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Equilibrium yield curves under regime switching Santiago Garc´ıa-Verd´ u∗ Department of Economics The University of Chicago November 15th, 2008



Abstract An unexpected increase in inflation affects yields in two ways. Directly, by decreasing the real component of the yields. Indirectly, by increasing the yields as a risk compensation to the extent it is a prelude of bad times. Thus, distinguishing between transient and long lasting changes in inflation and consumption growth is central to assess their effects on the yield curve. I develop, estimate and test a consumption-based asset pricing model, to obtain yields under different specifications of a state-space model capturing the dynamics of consumption growth and inflation. Regimes switching and unobservable components in the state-space are key to draw a distinction between the temporality of changes. Epstein-Zin preferences in turn capture the intertemporal distribution of risk. I find that the implied yields with coefficients of risk aversion from 5 to 40, depending on the exact specification of the model, and a subjective discount factor of approximately 0.995 can capture central stylized facts, including a consistent principal component decomposition and key features on yields’ predictability. Keywords: Consumption-based Asset Pricing; Term Structure of Interest Rates; Expectation Hypothesis; Regime Switching; Recursive Preferences.
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Introduction



Hayek [46] could have probably foretold the difficulties consumption-based asset pricing models have faced in the past decades. Since prices already summarize and convey a remarkable amount of information, obtaining yields only from aggregate consumption would hardly be a simple feat. Besides consumption, additional variables need to be considered in order to understand the composition of the changes in consumption and related variables, and the extent to which these changes are perceived as transient or long lasting. I study how changes in inflation as a macroeconomic indicator in its relationship with consumption growth affect the yield curve. To this end I develop, estimate and test a consumption-based asset pricing model of the term structure of interest rates. A regime switch in the mean inflation is interpreted as an inflationary regime. It could be interpreted as a monetary regime and while being a broad interpretation, it sidesteps the issue of choosing the best indicator of monetary policy in the period studied. Inflation has a double role in the model. It allows me obtain the prices of nominal bonds and provides a predictable component in consumption growth. Heteroscedasticity is introduced by having a regime affecting the conditional variance-covariance matrix of the shocks impinging the state-space. Latent variables capture the relation of consumption growth and inflation beyond the shocks affecting the state-space. The latent variables and the regimes, as estimated, are persistent and recursive preferences in turn capture the intertemporal risk of their changes. These are two key ingredients to obtain variability in the Stochastic Discount Factor. Regime changes in the state-space are central to the implied behavior of yields. The use of regime switching in the state-space that determines consumption growth and inflation captures “turbulent” and “quiet” periods in the yields behavior. In particular, regimes changes in the variance-covariance matrix of the state-space imply heteroscedasticity in
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the yields, a documented feature in the data. Post-war yields data have gone through structural changes in the past decades, particularly during the 70s and 80s. The regimes are key to explain these periods. The state-space parameters are estimated with Maximum Likelihood and Gibbs-sampling. The latter has parameter uncertainty built into. This allows to closely examine the implications of parameter uncertainty. The model is estimated in two different ways. The first is a two steps estimation. In the first step, the state-space is estimated. In the second step, the preference parameters are obtained by minimizing the distance between the cross-sectional averages of the implied yields and those of the observed yields. The second one is a joint estimation modeling the measurement error of the yields explicitly. This gives the choice of backing out the state variables by assuming that some of the yields are measured without an error. This paper examines, among others, two of the central stylized facts in the yields. First, I decompose the implied yields of the model using Principal Component Analysis and compare them to the decomposition of the yields data. Second, I study deviations from the expectation hypothesis or, equivalently, predictability in the yields. There are models that are successful in accounting for the predictability in yields by introducing regimes switching, e.g. see Banzal and Zhou [7]. Yet regime switching is introduced directly in the Stochastic Discount Factor coefficients and the variables are modeled as latent, with no explicit macroeconomics exogenous variables. I introduce regimes to the model of the exogenous variables which imply regimes in the Stochastic Discount Factor. The model has a consistent Principal Components decomposition and is able to account to a great extent for the predictability in yields. One issue of substantial interest is to characterize the different components of the risk premium and how they have changed through time. To this end, I obtain a decomposition and estimate its different components. The decomposition relates the excess return to the covariance with consumption, the covariance with “revisions” and the covariance 3



with inflation. This can be seen as an extension of the Consumption Capital Asset Pricing Model, as in e.g. Campbell [21], yet the model has additional risk factors and time-varying βs. It is shown that the compensation for “revision” risk is quantitatively important and that regimes play a key role in this decomposition. This paper is an effort to relate successful Stochastic Discount Factor processes to macroeconomic events. The general aim is to understand the connection between asset prices and macroeconomic variables. I build on Piazzesi and Schneider [70] adding regime switching processes in the fundamentals. The model maintains the upward slope in the nominal yields as in their paper and it also adds a number of features. Among them, the model’s yields have predictability as seen in the data in terms of the Cochrane and Piazzesi [20] tent-shaped functions of forwards. Second, the yields have more volatility in the long end of the curve. Third, while they estimate a subjective discount factor greater than one, in my case it is less than one.
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1.1



A simple example



To set the stage consider the basic asset pricing equation for a one period nominal (1)



(1),r



bond: exp(−yt ) = Et (exp(mt+1 − πt+1 )), and for a one period real bond exp(−yt (1)



Et (exp(mt+1 )); where yt



(1),r



is the one period nominal yield, yt



)=



is the one period real



yield, at time t; mt+1 is the (log) Stochastic Discount Factor and πt+1 is inflation, at time t + 1. Thus, rewriting the nominal and reproducing the real one I get:



exp(−y (1) ) = Et (exp(mt+1 ))Et (exp(−πt+1 )) + covt (exp(mt+1 ), exp(−πt+1 )) (1) exp(−y (1),r ) = Et (exp(mt+1 ))



(2)



Assume inflation is persistent and a surprise increase in inflation announces a reduction in consumption growth. Then a sudden increase in inflation sends the expectation of the Stochastic Discount Factor up, decreasing the real yield, equation (2). It also decreases the nominal yield, exactly for the same reason (first object in the RHS of equation (1)). As inflation is persistent, the increase sends the expectation of the exponential (minus) inflation down (second object in the RHS of (1)), raising the nominal yield. If consumption growth and inflation are negatively correlated, the covariance in the RHS of equation (1) is negative, increasing the nominal yield. This increment is the compensation to the nominal bond holder since he will be paid less (in real terms) when he needs resources the most (since consumption growth is decreasing). Regimes switching in the consumption growth and inflation model capture changes in their relationship, and accounts for additional economic phenomena. The variables and the regimes share something in common: persistence. And under recursive utility the agent “dislikes” persistence. Relevant economic implications follow. Fascinating econometric issues ensue.
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2



The model



Consider an endowment economy with a representative agent that has Epstein-Zin preferences. Prices adjust so that the agent maximizes utility given his endowment. The exogenous consumption and inflation processes are modeled with the following statespace. Let ct denote the logarithm of consumption and πt denote inflation, at time t. The state-space is:



∆ct+1 = µ∆c



+ x1,t + #1,t+1



(3)



πt+1 = µπ (s1,t ) + x2,t + #2,t+1 where xt+1 = φx xt + K#t+1 , xt+1 = (x1,t x2,t )! ,



and ∆ct+1 ≡ ct+1 −ct . The shock #t+1 ≡ (#1,t+1 #2,t+1 )! affecting all equations is normally distributed with mean (0 0)! , and variance-covariance matrix Ω(s2,t ). The vector xt is latent. φx and K are 2x2 matrices.1 The matrix φx needs to have the absolute value of its eigenvalues less than 1 for xt to be a stationary random variable. For convenience I sometimes stack ∆ct+1 and πt+1 in a vector: zt+1 ≡ (∆ct+1 πt+1 )! . Similarly, µ∆c , µπ (s1,t ) are sometimes written as u(s1,t ) ≡ (µ∆c µπ (s1,t ))! . The scalar µπ (s1,t ) and the matrix Ω(s2,t ) are, respectively, subject to regime switches with two states each. The regimes s1,t , s2,t follow Markov chains with transition probability matrices Q and R, respectively, 1



These dimensions change if the number of state variables changes.
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Q≡



q1,1 q1,2 q2,1 q2,2











,



R≡



r1,1 r1,2 r2,1 r2,2







.



qi,j ≡ P r[s1,t+1 = j|s1,t = i] and ri,j ≡ P r[s2,t+1 = j|s2,t = i], are the probabilities of switching in one period to regime state j given that the chain is in regime state i, respectively.2 The regimes will be assumed to have different relationships: perfect correlation (i.e. s1 = s2 ) or independent. The latent vector xt allows to capture the interaction between consumption and inflation beyond the conditional covariance in the shock #. Through it, inflation provides a predictable component to consumption growth. Had consumption growth been modeled as a random walk, the Epstein-Zin preferences which I use, and the CRRA preferences would have been observational equivalent, a known result. The state-space brings about more flexibility than an AR(1) process; if K = φx and regimes are fixed, it becomes an AR(1). Changes in the regimes in µπ (s1,t ) are interpreted as changes in inflationary regimes.3 However, they can be interpreted as changes in monetary regimes. While this is a broad interpretation, as typically other variables4 are recognized as monetary policy variables, it allows to sidestep the problem of deciding which is the best measure of monetary policy at any given time.5 Transitions in the regimes affecting µπ (s1,t ) are perceived as long lasting to the extent that there is persistence as captured by the transition probabilities. Their persistence can be measured by the expected time in a regime state, 1/(1 − qi,i ) quarters. While a For a more general relationship between the two, we can define a new regime: st ≡ (s1,t , s2,t ) and thus, M [i, j] = mi,j ≡ P r[st+1 = j|st = i] can be directly constructed. Note that under independence M = Q ⊗ R, which I am assuming for one specification of the model. 3 Inflationary regimes have been identified in Evans and Lewis [33] and Evans and Wachtel [34]. 4 Particularly the federal funds rate, a variable I do not use in this paper. Yet the short term rate used, with maturity 1 quarter, is highly correlated with it. 5 For example, Bernanke and Blinder [5] have argued that the best indicator of monetary policy has changed through time. Recent monetary research (see for example, see Woodford in Beyer and Reichlin [9]) has advocated for having inflation directly as the policy variable. 2
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shock # is persistent as captured by the matrix φx . Its persistence can be measured by the half-life of a shock. In this sense, the transition matrix Q and φx keep a parallelism. Accordingly, changes, say, in x2,t (i.e. shocks of #2,t+1 ) are priced differently from changes in µπ . The matrix φx is not only hard to measure, but it has mayor consequences for the pricing of the bonds, as the yields and the variables’ predictions depend on expressions of the form φix . To analyze the possible implications, I estimate φx in various ways and compare them. To what extent is this configuration reasonable to capture the dynamics of consumption growth and inflation? Consider the Autocovariance Functions of consumption growth and inflation data and the Autocovariance Functions for these variables implied by the model, Figure 1 presents them. Recall that the Autocovariance Function of a time series characterizes it. Except for some instances the data falls in the confidence intervals, which provides support for the model.6 Unconditionally, there is a negative relationship between consumption growth and inflation, for as much as 5 quarters. These estimates are comparable to those obtained in Walsh [84], where the GDP deflactor is found to be negatively correlated with output for lags and leads, suggesting that fluctuations are mainly driven by supply shocks or by demand shocks with sticky prices. What are the implied responses of the variables to exogenous shocks in the model? Are they similar to any results in the literature? To this end consider the Impulse-Response (IR) functions of the state-space. In order to identify the shocks impinging the state-space I proceed in two common ways. First, I assume there are no contemporaneous effects neither from a shock to consumption growth on inflation nor from a shock to inflation on consumption growth. This assumption can work as a reasonable first approximation given that the time unit is quarterly and none of the variables are financial. Second, I use the Cholesky decomposition on the variance-covariance matrix assuming that con6



Strictly speaking it does not give us evidence against the model.
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Autocovariance Functions. The Autocovariance Functions for the observed consumption growth and inflation and the implied consumption growth and inflation. Time unit is quarters in the x-axis. The confidence intervals are constructed with bootstrapping at 90% confidence level.



Figure 1:



temporaneously only an inflation shock affects consumption growth. Results are similar under both assumptions, yet they are cast under the latter, thinking that inflation has some degree of stickiness. Figure 2 presents the Impulse-Response functions associated with the state-space, it conveys the relationship of the conditional responses of inflation and consumption growth. As expected, inflation is much more persistent than consumption growth. If an inflation shock affects consumption growth contemporaneously, a one standard deviation (0.35) surprise leads to an immediate 0.14 percentage points (i.e. 0.42% annual) decrease in consumption growth, for an accumulated fall of approximately 0.5% in the initial 10 quarters. A one standard deviation (0.43) surprise in consumption growth leads to a maximum increase in inflation of 0.1 percentage points (i.e. 0.4 % annual), yet the effect is not immediate. Inflation’s response has no contemporaneous reaction, this conforms with 9



()*+,-*).,/.!.0.1,.2.!.0.*3,04



()*+,-*).,/.!.0.1,.2.".*3,04



#%'



#%"



#%&



#%#! #



#%$



!#%#! #%"



!#%"



#



!#%"! !



"#



"!



$#



!



()*+,-*).,/.".1,.2.!.0.*3,04



"#



"!



$#



()*+,-*).,/.".1,.2.".*3,04



#%"! #%&



#%"



#%$



#%#! #



#%"



!#%#!



#



!#%"



!#%" !



"#



"!



$#



!



"#



"!



$#



Figure 2: Impulse-Response Functions. Impulse-Respond Functions to one standard deviation shocks. I assume that only inflation affects consumption growth contemporaneously. The y-axis indicates percentage change, quarter base. Time units are quarters in the x-axis. The confidence intervals are constructed using Gibbs-sampling, at 90%. the believe that inflation has some stickiness, as mentioned. In the estimates we observe long run inflation neutrality. Centrally for us, inflation surprises bring information about future consumption growth prospects. These results are statistical estimates and can be contrasted with some models in the literature. A segmented markets model predicts a decrease in consumption to a money growth surprise if enough agents cannot access the financial markets immediately. In contrast, Lucas [62] predicts a positive increase in labor, and thus production, to a surprise in money growth. Moreover, there are two issues when comparing these results with theoretical models. The mapping of the variables used in each case is not direct. While the models describe the underlying mechanisms, the direct estimates might have the influence of other variables that are taking part of the dynamics. I however take these relationships as exogenous.
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Why is this model potentially useful to think about consumption growth, inflation dynamics and their relationship to yields? The expectation hypothesis7 tends to hold at longer horizon and on average.8 If we fix xt , giving it its long-run mean, i.e. 0, fix µπ (s1,t ), and the variance-covariance matrix to obtain the yields, the expectations hypothesis actually holds under the model. As Cochrane [22], page 428, argues the expectation hypothesis is a “slideshow.” So from the outset we know that on average it will hold. If the sluggishness of the variables, the structure of the regimes, and the recursive preferences can account for the predictability and, thus, the failure of the expectation hypothesis is something that is explored.



2.1



Preferences



Under Epstein-Zin [30] and Wheil [85] preferences with an elasticity of intertemporal substitution ψ equal to one, the utility is given by the following recursive expression:9



Vt = Ct1−β CEt (Vt+1 )β ,



(4)



% 1−γ &1/(1−γ) where CEt (Vt+1 ) = Et Vt+1 is the certainty equivalent of the continuation value



Vt+1 . The coefficient of risk aversion is γ. The subjective discount factor β is positive and



strictly less than one. Epstein-Zin preferences have two distinctive features. First, the intertemporal elasticity of substitution ψ and the coefficient of relative risk aversion γ are not tied as in the more common power utility case. Second, the Epstein-Zin preferences capture the temporal component of risk, while under the expected utility hypothesis the agent is indifferent to it. The expectation hypothesis can be defined on levels or on logarithms, the Jensen’s inequality term makes them differ. Also, risk-neutrality is a necessary condition for the expectation hypothesis (defined on levels) but not a sufficient one. 8 Paraphrasing Cochrane [22], page 427. 9 To obtain this expression from the general Epstein-Zin expression take the logarithm, then the limit ψ → 1 applying L’Hˆopital rule. 7
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In general, the logarithm of an uppercase variable is denoted by its lowercase, e.g. log Vt = vt . Equation (4) can then be written as:



vt = (1 − β)ct + β(1 − γ)−1 log Et (exp((1 − γ)vt+1 )).



(5)



This expression can be reinterpreted as the value function of an agent with a linear utility function using the risk-sensitivity operator for the continuation value given by T (v) = (1 − γ)−1 log Et (exp((1 − γ)v)) as in Whittle [86] and Tallarini [72]. To solve for the value function we have the following result. Proposition 1 The solution to (5) can be expressed as:



vt = ct + a + b! xt + f (s2,t )



(6)



where a is scalar, b is a vector with the same dimension as x, generally two. The function f takes two values, i.e. the same number of values as the number of regime states, so e.g. if s2,t has two regime states, f (s2,t ) = f1 + f2 s2,t , where f1 and f2 are scalars, and s2,t equals 0 or 1. Thus, f (s2,t ) could be a vector, and s2,t an indicator function pointing to the relevant entry. This can be generalized to a bigger number of regimes. Proof See Appendix 10.1. Notice that the regime affecting the inflation mean does not appear in the value function; however, the state variable associated to inflation (i.e. x2,t ) does affect the value function. The function f captures the contribution of the changes in regimes states to the continuation value. Estimates show that an increase in the volatility (i.e. a regime switch, s2,t ) decreases the continuation value, which is an intuitive result. Finally, note that vt conditional on the information up to time t − 1 and on the regime at t has a normal distribution. 12



2.2



Stochastic Discount Factor



In this subsection I obtain the Stochastic Discount Factor (SDF) and describe how it depends not only on tomorrow’s state variables and regimes states, but also on their values today. It is a function of differences that can be interpreted as “revisions” or “reassessments” of state variable and regime states. The real SDF is given by



(r) Mt+1



=β



'



Ct+1 Ct



(−1 '



Vt+1 CEt (Vt+1 )



((1−γ)



.



(7)



Noticing that



Et



)'



Vt+1 CEt (Vt+1 )



((1−γ) *



= 1,



we can interpret (7) as a SDF under logarithmic preferences with a change of measure that depends on γ. This change of measure tilts the probabilities pessimistically when γ > 1. Thus, it is its presence that allows for more variability in the SDF than under constant relative risk aversion (CRRA) preferences (see Figure 3). Taking the logarithm of equation (7) we obtain:



(r)



mt+1 = ln β − ∆ct+1 + (1 − γ)vt+1 − log Et (exp((1 − γ)vt+1 ))) By the solution to the value function, (6), the (log) SDF can be expressed as:
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(8)



(r)



mt+1 = log β − γ∆ct+1 + (1 − γ)(a(1 − β −1 ) + b! (xt+1 − β −1 xt )) + (1 − γ)(f (s2,t+1 ) − β −1 f (s2,t ))



There are various effects over and above the expected utility model. If the components multiplied by (1 − γ) are zero, one obtains the CRRA preferences. If γ = 1 then we have logarithmic utility. (r)



As a standard result, as consumption growth ∆ct+1 decreases, mt+1 increases. EpsteinZin utility introduces a preference for the temporal distribution of risk, measured by the components multiplied by (1 − γ). This paper assumes that γ > 1 which makes the agent dislike persistence.10 Any revision of changes in xt+1 − β −1 xt from either component is a concern to the agent. Note that the revision is discounted by β. For example, an upward revision of x1,t increases his utility. On the contrary, an upward revision in x2,t+1 decreases his utility, because it signals a decrease in consumption growth. An upward revision in the volatility regime (capture by f (s2,t+1 ) − β −1 f (s2,t )) decreases utility, the agent dislikes uncertainty. Moreover, persistence as measured by the transition probabilities ri,i , will make the difference f (s2,t+1 ) − β −1 f (s2,t ) larger. This is intuitive since the agent dislikes persistence. These effects are exacerbated the bigger γ is. The inflation components x2,t+1 and x2,t affect the real SDF; as explained, inflation has The formal definition is whether the agent prefers an early resolution of uncertainty bis a bis a late resolution of uncertainty. Another interpretation is to think of two forces acting in opposite directions. There is a distaste for persistence and there is also a taste for smooth consumptions paths ruled by ψ, the elasticity of intertemporal substitution, which is 1 in this case. When γ=1 these effects cancel each other out. See Restoy and Weil [76] for a similar interpretation. Another interpretation mentioned before is the change of measure, where the probabilities are tilted pessimistically when γ > 1. 10
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informational content for consumption growth. It follows that the price of real bonds depends on the inflation components, perhaps initially a counterintuitive result. The model for the Stochastic Discount Factor can be seen as a conditional linear factor (r)



of the form mt+1 = A(s2,t+1 , s2,t ) + B ! (xt+1 − xt ). This SDF might remind the reader to others in the literature, for example those in Ang et al. [4] and Singleton et al. [26]. Theirs, however, are not consumption-based models but directly rely on the existence of a SDF. (r)



The nominal SDF is Mt+1 ≡ Mt+1 /Πt+1 , where Πt+1 stands for the price level at time t + 1 over the price level at time t. Consider then the following definitions



κ ≡ log β − γµ∆c + (1 − γ)a(1 − β −1 ) ξ ≡ −γe!1 − e!1 − e!2 σ1 (s2,t ) ≡ (−γe!1 − e!2 )Σ(s2,t ) + (1 − γ)βe!1 (I − φx )−1 KΣ(s2,t ) σ2 (s2,t+1 , s2,t ) ≡ (1 − γ)(f1 (1 − β −1 ) + f2 (s2,t+1 − β −1 s2,t )) where Ω(st ) = Σ(st )Σ(st )! , e!1 = (1 0) and e!2 = (0 1). The nominal SDF can thus be written as:



mt+1 = κ + ξ ! xt + σ1 (s2,t )ηt+1 + σ2 (s2,t+1 , s2,t ) − µπ (s1,t ) where ηt+1 ∼ N (0, I). The factor κ, affecting the level of the yield curve, depends on the risk aversion coefficient γ, the subjective discount factor β, the mean consumption growth µ∆c , and the independent term of the value function, a. The factor loadings ξ have a short term effect, through −γ for xt,1 and −1 for xt,2 . The 15



long run effect is given by (1 − γ)b! (φx − β −1 I). The loadings simplify to −(γ + 1) for the first entry and −1 for the second. Thus, variations in the consumption growth component x1,t+1 are magnified by γ. The market price of risk is given by σ1 (s2,t ). It has two components, one depending on γ and Σ(s2,t ). The other one is a function of (1 − γ) and (I − φx )−1 . While the former accounts for the effect of the immediate shock, the latter accounts for the long run effect. Its effect is more important the closer the eigenvalues of φx are to 1. Changes in s2,t have a long run effect denoted σ2 (s2,t+1 , s2,t ). More persistence, as measured by the transition probabilities ri,i , will make the difference f1 (1 − β −1 ) + f2 (s2,t+1 − β −1 s2,t ) larger. The price of a “jump” from s2,t = 0 to s2,t+1 = 1 (from s2,t = 1 to s2,t+1 = 0) is given by (1 − γ)f2 (respectively, (−(1 − γ)β −1 f2 )). In general, the more persistent the regime s2 is, the bigger in absolute value the jump in the price is. If there is no persistence, i.e. ri,i = 1/2 for i = 1, 2, the price of a jump is zero. A particular instance of a general result: the agent is not compensated for holding idiosyncratic risk. Figure 3 depicts the time series behavior of the SDF with recursive preferences and with CRRA preferences, both have the same γ. Although both are subject to regimes switching, the difference in their reactions to shocks is dramatically different.



2.3



Bond pricing and yields



An advantage of the model is that an exact solution for the prices of bond is possible. (n),r



Let Pt



denote the price of a real bond, i.e. paying one unit of consumption, at time t



and maturing in n periods. The price of a nominal bond, i.e. paying a dollar, is denoted (n)



by Pt . The basic relationship for the price of a real bond is given by:



(n),r



Pt



+ , (r) (n−1),r . = Et Mt+1 Pt+1 16



(9)



Realized SDF ! = 10 1.1 SDF Recursive Utility SDF Power Utility
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Figure 3: Realized time series of the Stochastic Discount Factor The realized time series for the SDF under recursive utility and under CRRA utility is presented. Both have the same γ. Note how the CRRA varies very little. The x-axis is the time, in quarters. (0),r



Since Pt+n = 1 and by the law of iterated expectations it follows that:



(n),r



Pt



(r)



)



= Et exp



) n k=1



(r)



mt+k



**



(10)



(r)



where I have denoted log Mt+k by mt+k . The price of a nominal bond at time t denoted (n)



by Pt , a bond that pays a dollar in n periods, can be written as:



(n) Pt



)



= Et exp



) n k=1



mt+k − πt+k



**



(11)



(r)



where Mt+k = Mt+k /Πt+k , Πt+k is the price level at time t + k over the price level at time (r)



t + k − 1; so, log Mt+k = log Mt+k − log Πt+k . For a close solution we have the following results. In what follows I use the independent regimes case, yet analogous formulas hold for the general case.
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Proposition 2. The price of a nominal bond at time t that matures in n periods conditional on the regimes states and on the state variables for the independent regimes case can be expressed as:



(n)



Pt (xt , st ) = exp (−A(n) − B(n)! xt − F (s2,t , n) − G(s1,t , n))



where A(n) is a scalar and B(n) is a 2x1 vector, F (:, n), G(:, n) are functions that take the same number of values as regimes states. A, B, F, and G satisfy a set of recursive equations.11 Proof See Appendix 10.2 The state variables xt are obtained in one of two following ways. The first is to assume x0 = 0 and use the state-space to back them out.12 The second one is possible by modelling explicitly the measurement error in the yields. Assume there are two (i.e. the same number as state variables) yields measured without errors. Then, the state variables are backed out from these yields. For the regime states either, P r(st |zt−1 ), the optimal inference or, P r(st |zT ), the optimal smoothing of the regime can be used. To determined which one is the prevalent regime state I use the optimal inference and choose the regime state with the highest probability at time t. To price the real bonds we have a similar result to the nominal bonds in the following corollary. Corollary 1 The price of a real bond at time t that matures in n periods as a function of the state variables and regime s2 can be written as



(n),r



Pt 11 12



+ , ! ˆ ˆ (xt , s2,t ) = exp −A(n) − B(n) xt − Fˆ (s2,t , n)



The continuous counterpart of these recursive equations are a type of Riccatti equations. The results are robust to the value of the initial point, x0 .
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ˆ ˆ where, as above, A(n) is a scalar and B(n) is a 2x1 vector, Fˆ (:, n) is a function that takes ˆ ˆ B(n), the same number of values as the regimes’ states. A, Fˆ satisfy a set of recursive equations. Proof See Appendix 10.2. (n)



The nominal yield of a bond is defined by yt (n),r



yt



(n),r



≡ − log(Pt



(n)



≡ − log(Pt )/n, while the real yield as



)/n. From the formulas obtained above, it immediately follows that,



(n)



yt (xt , st ) = (A(n) + B(n)! xt + F (s2,t , n) + G(s1,t , n))/n



To get a sense of the relative contribution of each component, Figure 4 shows representative values of these functions (for the model specification with independent regimes in µπ and Ω, i.e. B). The component A(n)/n is constant through the maturities and, thus omitted. The top plot depicts the two components in B(n)! xt , i.e., B(n)1 x1,t and B(n)2 x2,t . Since the mean value of xt is zero, I use the standard deviation (positive and negative) of each. Much of the variation in yields comes from inflation and less so from consumption growth. Short term maturities are affected much more. The plot in the middle presents the component associated to the mean inflation G(s1,t , n)/n, changes in inflationary regimes affect the short term and long term differently depending on the regime state. A high inflation mean moves this component up and vice versa. Finally, the bottom plot shows the component F (s2,t , n)/n associated to the variance-covariance matrix. Its influence diminishes (in absolute value) as maturity increases. A higher variance means lower yields. The agent wants to save as a precaution due to a raise in volatility, sending the yields down. In what follows I explain the relationship between excess returns and deviations from the (n−1)



(n)



(1)



expectation hypothesis. The excess return (in logs), re (t + 1, n) = pt+1 − pt − yt , is
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Figure 4: Yield components. The plots depicts the contribution of three of the components



that forms the yield of a bond. The plot on the top has the the B1 (n)x1,t /n and B2 (n)x2,t /n terms, with x having its standard deviation value (positive and negative). In the middle, the plot has the G(s1 , n)/n term associated with inflation π(s1 ). The F (s2 , n)/n term is presented at the bottom associated with the variance-covariance matrix, Ω(s2 ). The x-axis has the maturity. The y-axis is in percentage, measured in annual terms. The fourth component, A(n)/n, a constant line along maturity, is omitted.



re (t + 1, n) = −A(n − 1) − B(n − 1)! xt+1 − F (s2,t+1 , n) − G(s1,t+1 , n) + A(n) + B(n)! xt + F (s2,t , n) + G(s1,t , n) + A(1) + B(1)! xt + F (s2,t , 1) + G(s1,t , 1). 20



Thus, one can express the expected excess return as:



Et re (t + 1, n) = −A(n − 1) − B(n − 1)! Et xt+1 − Et F (s2,t+1 , n) − Et G(s1,+1 , n) + A(n) + B(n)! xt + F (s2,t , n) + G(s1,t , n) + A(1) + B(1)! xt + F (s2,t , 1) + G(s1,t , 1).



Thus, the expected excess return depends on the present regimes and the expectation of tomorrow’s regimes, as well as the expected value of tomorrow’s state variables and the value today’s state variables. Since these elements are time varying, the expected excess return is time-varying as well. Empirically, the time-varying nature of the expected excess return has been documented, e.g. see Fama [35]. Now consider the definitions of the yield term premium and the forward term premium; respectively, n−1



(n) ytpt (n)



ftpt



(n)



where ft



≡



(n) yt (n)



≡ ft



(n)



is the forward rate, defined as ft



1(1) Et (yt+i ) − n i=0 (1)



− Et (yt+n ), (n+1)



≡ pt



(n)



−pt . If the expectation hypothesis



holds then both premiums are constant. The following equality holds13



(n−1)



(n)



(n−1)



Et re (t + 1, n) = (1 − n)Et ytpt+1 − ytpt + ftpt



.



From which we can conclude that time variation in expected returns and deviations from expected utility is the same phenomena. Thus, since estimates show time variation 13



For a proof see Singleton [75], page 239.
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in state variables and regime states, the model can potentially explain the observed deviations from the expected hypothesis. Finally I present two expressions that tie the relationships that hold between the yields and the consumption growth and inflation. The first two hold under no regimes.14



n



(n) yt



−



(n) Eyt



n



1 1 = Et (∆ct+i − E∆ct+i ) + Et (πt+i − Eπt+i ) n i=1 n i=1 n



(n),r yt



−



(n),r Eyt



1 Et (∆ct+i − E∆ct+i ) = n i=1



Analogous relationships hold if we fix regime s1,t , and we only have the regime associated with the variance-covariance matrix. They are a generalization of the last two:



n



(n) yt



(n),r



yt



−



(n) Eyt



(n),r



− Eyt



n



1 1 Et (∆ct+i − E∆ct+i ) + Et (πt+i − Eπt+i ) + = n i=1 n i=1 =



1 Et n



n i=1



+F (s2,t , n) − EF (s2,t , n))/n



(∆ct+i − E∆ct+i ) + Fˆ (s2,t , n) − EFˆ (s2,t , n))/n.



More general relationships in the case of regimes in µπ (s1,t ) are not possible since an explicit solution for the components of the yields capturing the change in s1,t is not attainable, to the best of my knowledge. These formulas are useful to understand the relationships, although conditionally, that tie the variables.



14



This is a result in Piazzesi and Schneider [70].
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3



Estimation



For the estimation I use Maximum Likelihood (ML) and Gibbs-sampling (GS) and obtain estimates in one of two following ways:



1. Two steps: Estimate the parameters, either with ML or GS, in the state-space and then obtain the preference parameters minimizing the distance between the cross-sectional average of the yields implied by the model and the yields in the data. 2. Joint: Model the measurement errors of the yields explicitly. Assume these measurement errors are independent to the shocks impinging the state-state and, finally, construct the likelihood to use ML. In this case there is the choice of backing out the state variables assuming that two of the yields are measured without an error.



A rationale for 1. is to separate the macroeconomic variables from the financial variables, since the latter are better measured. However, financial variables are not exempt from measurement problems, e.g. microstructure phenomena. In general the ML estimates are passed over to GS as parameters in the priors. This is not necessarily very informative for GS in most of the cases, as “loose” priors are used. The algorithms were tested by generating simulated data for which the parameters were known. Under these circumstances the algorithms provide reasonable estimates. Consider the base configuration of the state-space



zt+1 = u(s1,t ) + xt + #t+1 xt+1 = φx xt + K#t+1 ,
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(12)



Given that # is normally distributed the likelihood function is relatively straightforward to obtain. For identification I set x0 = [0 0]! , its long run average. In this case Ω(s2,t ), u(s1,t ), φx , K, Q and R are identified. Once these estimates are obtained, an estimate of xt can be recovered. See Appendix 10.4 for details. I will tag the different specifications of the model as follows:



1. B (oth): regime s1 affects µπ (s1 ), and s2 affects Ω(s2 ), which are independent. 2. Sa (me): regime s1 = s2 , i.e. s1 affects µπ (s1 ) and Ω(s1 ).



Regimes identification is difficult, particularly for µπ . Changes in x2,t introduce noise into its estimate. For the estimation, I assume the existence of the regimes. Generally I fix specific values ex-ante for the inflation means based on plausible values. This amounts to using GS with a very informative prior. The difference µπ (s1,t = 2) − µπ (s1,t = 1) sets estimates B and B ! apart. I estimate the variance-covariance matrices directly. In some cases, the variances for the shocks to consumption growth are restricted to coincide for both regime states. This makes economic sense as consumption growth is not thought to have heteroscedastic shocks and simplifies the estimation. Estimation is nevertheless difficult and a joint estimation is potentially appealing, Appendix 10.4 has details about it. For the joint estimation, some of parameters were fixed based on plausible values and the estimates in 1. Otherwise finding an optimal for the likelihood function proved very difficult. The main point of the joint estimation is to study the implications that the information contained in the yields have for the state-space parameters.
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3.1



Data and Code



I use quarterly National Income and Product Accounts (NIPA) data on non-durable goods and services. The corresponding price index is constructed as a measure of inflation,15 its construction follows the one in Piazzesi and Schneider [70]. The bond yields with maturities greater than one are from the Center for Research in Security Prices (CRSP) Fama-Bliss discount bond files. The short rate is from the CRSP Fama risk-free rate. The maturities are 1 quarter, 1 year, 2, 3, 4 and 5 years. A zero growth in population is assumed, Appendix 10.4 explains the implications. For labor income I use the series from the CAY database in Ludvigson [60]. Table 3.1 presents the basic statistics of the data used and appendix 10.3 contains complementary information on these series. Table 1: Basic Statistics This table presents the basic statistics for consumption growth, inflation and the yields used in the model. The time unit is quarters. So for example, the annual average inflation is 3.71% = (0.9267×4), while the annual average 1 quarter yield is 5.15% = (1.2869×4). The series go from 1952:2 to 2005:3. The consumption is from NIPA data on non-durable goods and services. The inflation index is constructed from NIPA data. The yields are from CRSP Fama-Bliss and CRSP Fama risk-free rate.



∆c Mean 0.8230 Std. Dev. 0.4712 Auto corr. coef. 0.3528



π 0.9267 0.6293 0.8471



1Q 1.2869 0.7288 0.9382



1Y 1.3893 0.7307 0.9468



2Y 1.4408 0.7208 0.9560



3Y 1.4832 0.7029 0.9620



4Y 1.5147 0.6961 0.9664



5Y 1.5351 0.6849 0.9695



From Table 2, yields of different maturities are highly correlated. This correlation diminishes as the maturity difference increases. Inflation maintains a positive correlation with all the yields, while consumption growth has a negative correlation with all the yields. Also, inflation correlates negatively with consumption growth. These estimations are consistent with the idea that unconditionally high inflation implies low consumption. The construction of the corresponding price index for the consumption basket used is relevant. Some models in the literature, see e.g. Wachter [83], use the CPI directly although the consumption variable used is not a general consumption basket. 15
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Table 2: Correlation coefficients This table presents the correlation coefficients of the main variables: consumption growth, inflation, 1 quarter, 1 year, ...,5 years yields.



∆c π 1Q 1Y 2Y 3Y 4Y 5Y



∆c 1.0000 -0.3595 -0.1790 -0.1600 -0.1522 -0.1544 -0.1601 -0.1593



π -0.3595 1.0000 0.6790 0.6650 0.6408 0.6208 0.6082 0.6040



1Q -0.1790 0.6790 1.0000 0.9884 0.9743 0.9598 0.9468 0.9360



1Y -0.1600 0.6650 0.9884 1.0000 0.9931 0.9831 0.9722 0.9633



2Y -0.1522 0.6408 0.9743 0.9931 1.0000 0.9970 0.9914 0.9860



3Y -0.1544 0.6208 0.9598 0.9831 0.9970 1.0000 0.9980 0.9950



4Y -0.1601 0.6082 0.9468 0.9722 0.9914 0.9980 1.0000 0.9985



5Y -0.1593 0.6040 0.9360 0.9633 0.9860 0.9950 0.9985 1.0000



All of the algorithms were coded and implemented in MATLAB except for the band pass filter script taken from Christiano and Fitzgerald [17].



3.2



Maximum Likelihood



For the Maximum Likelihood Estimation (MLE) I follow Hamilton [45]. Given that the regimes are latent, an observation could have come from any of the regimes. Recall the notation zt+1 ≡ (∆ct+1 πt+1 ). The optimal inferences are used, P r(st |z(t) ) where z(t) = {z1 , z2 , ..., zt } collects the history up to time t of variable z, as opposed to P r(st |z(T ) ) the optimal smoothing estimates, which use all the information up to time T . Note that I do not have to filter xt , as the same shock affects both equations on the state-space. By assuming an initial value for x0 it can be just backed out, as explained. Table 4 presents the estimates for the case of independent regimes s1 and s2 , associated with mean inflation and the variance-covariance matrix, respectively, i.e. specification B. (See Appendix 10.4 for the estimates of other specifications). There is a conditional negative covariance between inflation and consumption growth under both regimes states. The variance of the shock impinging on consumption growth does not change with the
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Parameter µ∆c µπ (s1 = 1) µπ (s1 = 2) Ω(s2 = 1)



Ω(s2 = 2)



φx



eig(φx ) K



Q



R



Estimate 0.8230 0.2974 1.5560 0.1836 -0.0587 (0.0194) (0.0212) -0.0587 0.1624 (0.0212) (0.0366) 0.1836 -0.0244 (0.0194 ) (0.0100) -0.0244 0.0470 (0.0100) ( 0.0109) 0.6268 -0.0450 (0.1780) (0.0415) 0.2925 1.0296 (0.0999) (0.0240) 0.6626 0.9938 0.1980 -0.1715 (0.0958) (0.0984) 0.0907 0.4107 (0.0414) (0.0670) 0.9761 0.0239 (0.2536) 0.0258 0.9742 (0.2933) 0.9893 0.0107 (0.3274) 0.1480 0.8520 ( 0.3208)



Table 3: ML Estimates Model Specification B. These are the estimates for the statespace with regimes in µπ (s1 ) and Ω(s2 ), when s1 and s2 are independent. Standard errors are in parentheses. Units are quarterly, e.g. the consumption growth under regime 1 is 0.8566 × 4 = 3.42 % a year. The means are fixed ex-ante. The mean for consumption growth is the unconditional mean. The variance of the shock impinging consumption growth is set to be the same in each regime state. eig(φx ) are the eigenvalues of φx . regime. As explained, this is set before the estimation. The eigenvalues of φx are an indirect measure of the persistence of each component x1,t and x2,t . As the Impulse-Respond
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Parameter µ∆c µπ (s1 = 1) µπ (s1 = 2) Ω(s2 = 1)



Ω(s2 = 2)



φx



eig(φx ) K



Q



R



Estimate 0.8230 0.7694 1.5560 0.1812 (0.0177) -0.0135 (0.0130) 0.1812 (0.0177) -0.0595 (0.0154) 0.4074 (0.2307) 0.2125 (0.1390) 0.4947 0.2182 (0.0731) 0.0932 (0.0467) 0.9929 (0.2475) 0.0227 0.9569 (0.3346) 0.0294 -



-0.0135 (0.0130) 0.0385 (0.0091) -0.0595 (0.0154) 0.1347 (0.0236) -0.2116 (0.1079) 1.0099 (0.0632) 0.9226 -0.1391 (0.0987) 0.4794 (0.0686) 0.0071 0.9773 (0.2763) 0.0431 0.9706 (0.2721)



Table 4: ML Estimates Specification B ! . These are the estimates for the state-space



with regimes in µπ (s1 ) and Ω(s2 ). Standard errors are in parentheses. Units are quarterly, e.g. the consumption growth under regime 1 is 0.8566 × 4 = 3.42 % a year. The means are fixed ex-ante. The mean for consumption growth is the unconditional mean. The variance of the shock impinging consumption growth is set to be the same in each regime state. eig(φx ) are the eigenvalues of φx .



Functions convey it, the inflation component is much more persistent. Nevertheless, the consumption growth component is somewhat persistent. Yet, the variance of the con-
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sumption growth component, xt,1 , is small relative to the shocks affecting consumption growth. Note the high persistence of the regimes as measured by the transition probabilities in the matrices associated to the regimes, Q and R, respectively. Finally, it is worth mentioning that the estimates of φx are sensitive to the values of µπ , compare Tables 3 and 4.



3.3



Gibbs-Sampling Estimation



Gibbs-sampling16 is an algorithm which provides approximate samples of a distribution when direct sampling is difficult and access to the marginal distributions is possible. It classifies as a Markov Chain Monte Carlo (MCMC) method. This is because by construction the algorithm is such that the iterations are a Markov Chain which has as the limit probability the joint distribution. (See Appendix 10.4 for implementation details). For our purposes the Gibbs-sampling algorithm is useful since it provides an alternative way of estimating our state-space and it has parameter uncertainty built into. The GS provides us the distributions of each parameter to construct the confidence intervals for the Impulse-Respond Functions. Given the priors of the parameters of the state-space, Gibbs-sampling provides the posterior density functions of the parameters. As opposed to ML, it does not rely on any asymptotic result to obtain the standard errors/confidence intervals. In this context however, the need of having to provide priors might be considered a drawback. Two interpretations to the posterior distribution are: i) it provides a distribution where the true parameter is contained; ii) the posterior sample distribution has the realizations of a time-varying parameter. For the paper I use the first interpretation. Table 5 presents the estimates for the state-space parameters delivered by Gibbs-sampling. Gibbs-sampling was proposed by Geman and Geman [42] and is a special case of the MetropolisHastings algorithm. 16
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The mean of the posterior distribution is given as the estimate accompanied by its standard deviation. The estimate of φx is particularly important for reasons already discussed. When it comes to estimate it with GS, there is an additional issue. It is obtained by applying OLS on xt+1 = φx xt + K#t+1 under the standard bayesian assumptions of Normal priors/posteriors for the elements of φx , and Inverse-Wishart priors/posteriors for Ω. The stationarity restriction of having the absolute value of the eigenvalues less than one does not allow this to happen. Estimates of φx are discarded in the simulation when the condition is not satisfied. Nevertheless, in practice a “loose prior” most of the times avoids convergence for the GS algorithm, see the Appendix 10.4 for further details. For this reason, I provide a very small variance for the prior of φx . There are then various characteristics of the estimates of the Gibbs-sampling. First, the estimates including µπ , and Ω, are somewhat different from the others estimation techniques. Note that the matrix K has a 0 entry, this is simply an assumption to estimate it. The matrices indicate less persistent than, say, the MLE estimates. However, overall the implications are not significantly different.



3.4



Joint Estimation



One of the rationales for a separate estimation is that financial variables are better measured than macroeconomic variables. Moreover, given the difficulties in the estimation a joint one is appealing. The yields potentially have useful information on the state-space parameters. They can also be helpful identifying the regimes. This joint estimation can be seen as a trade-off between the fit of the state-space and the fit of the yields measured with an error. The elements weighting the relative contribution of each system are the variance-covariance matrices of the shocks and the yields’ measuring errors. A central exercise is to compare the estimates and implications obtained by both the two steps and the joint estimations.
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Parameter µ∆c 0.6541 (0.0793) µπ (s1 = 1) 1.9831 (0.0991) µπ (s2 = 1) 0.7690 (0.0563) Ω(s2 = 1) 0.2785 (0.0837) -0.0160 (0.0190) Ω(s2 = 2) 0.5721 (0.1188) -0.0683 (0.0315) φx 0.4074 0.2125 eig(φx ) 0.4947 K 0.6557 (0.0517) 0.0703 (0.0335) Q 0.8737 (0.0161) 0.2521 R 0.7546 (0.0279) 0.1640 -



Estimate



-0.0160 (0.0190) 0.1006 (0.0177) -0.0683 (0.0315) 0.1399 (0.0224) -0.2116 1.0099 0.9226 0.0000 0.5725 (0.0540) 0.1263 0.7479 (0.0296) 0.2454 0.8360 (0.0279)



Table 5: Gibbs Estimates. The means of the posteriors estimates obtained in Gibbs-



sampling of the state-space parameters with regimes in µπ and regimes in Ω. The standard deviations of the posterior distributions are in parentheses. The prior mean of φx is passed from MLE estimate B ! .



For the joint estimation consider the equations defining the bond prices and let N 1 = {n1 , ..., nN 1 } be the set of yields’ maturities measured exactly. While N 2 = {m1 , ..., mN 2 } is the set of yields measured with an error. The n1 , m1 , ... refer to different maturities. I stack the yields of both sets in Y1t , Y2t , and the coefficient of the bond prices in A1, 31



A2, B1, B2, F1(s2,t ), F2(s2,t ), G1(s1,t ), and G2(s1,t ), respectively,



Y1t (xt , st ) = A1 + B1! xt + F1(s2,t ) + G1(s1,t ) Y2t (xt , st ) = A2 + B2! xt + F2(s2,t ) + G2(s1,t ) + ut



Assuming the independence of u and #, the construction of the likelihood function is relatively straightforward, see Appendix 10.4. Note that N 1 can be the null set. Yet, by having N 1 less than the number of state variables xt , I would have to back them out in the usual way. Table 6 presents the estimates of the joint estimation. They differ from the past estimations since they are influenced by the information contained in the yields. A joint estimation has the advantage of providing the estimates with more information, and tends to have smaller standard errors. Yet, what implications do they have for the behavior of the state variables? Consider the Impulse-Response Functions depicted in Figure 5, they are qualitatively the same and quantitatively close to those presented for two steps estimation, (i.e. Figure 2). A difference is the size of a typical inflation surprise (i.e. the standard deviation), being smaller. The most notable differences are the estimates for the transition probabilities. Not only do they fall outside the standard error range of estimation 1. (Table 4), but one is estimated below one half, both with bigger standard errors and, thus, lack evidence of persistence. This leads to a problematic identification for the regimes. Finally, it is vital to mention that my interest in the joint estimation is to explore the implications the data yields have on the estimates of the state-space. And that the implied yields used in the paper for the basic analysis, predictability regressions, and Principal Component Analysis, are not those implied by the joint estimation. Otherwise the risk of vacuous results could be a possibility.
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Parameter µ∆c 0.8230 µπ (s1 = 1) 0.4163 µπ (s1 = 2) 1.3055 Ω(s2 = 1) 0.1826 (0.0183) -0.0137 (0.0133) Ω(s2 = 2) 0.1826 (0.0183) -0.1177 (0.0561) φx 0.5284 (0.1745) 0.2455 (0.1078) φx 0.5842 K 0.2435 (0.0736) 0.0947 (0.0460) Q 0.4582 (0.4470) 0.6715 R 0.7703 (0.1969) 0.8149 V 0.07 γ 40 β 0.999



Estimate



-0.0137 (0.0133) 0.0587 (0.0141) -0.1177 (0.0561) 0.2103 (0.0869) -0.0983 (0.0553) 1.0165 (0.0325) 0.9607 -0.1172 (0.0957) 0.4990 (0.0628) 0.5418 0.0000 0.3285 (0.6270) 0.2297 0.1851 (0.5549)



Table 6: Joint Estimates. These are the estimates of the parameters for the joint estimation.



Note the differences between these estimates and those for Maximum Likelihood and Gibsssampling. For this estimate I set N 1 to be the null set, and N 2 = {1, 4, 8, 12, 16, 20}. The standard errors are in parenthesis.
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Figure 5: Impulse-Response Functions using Joint estimates. These are the ImpulseResponse Functions implied by the estimates of the joint estimation. The confidence intervals are constructed using Gibbs-sampling at 90%. . Additional variables The variables in the state-space are the only ones assumed to be in the information set of the agent. They consequently define ex-ante the macroeconomic risk in the model, yet others might be relevant. I estimate the state-space with no regimes using method 1, i.e. 2 steps estimation yet adding a third variable. Table 15 in the Appendix 10.4 presents the estimates having added labor income growth as a third variable. The motivation is to include relevant additional information that potentially measures the importance of labor income relative to financial income. However, labor income growth does not provide any predictive content for consumption growth, as the corresponding coefficients are not statistically significant.
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4



Yields



In the second step of the two steps estimation, I calibrate the average yield curve to obtain the values for the subjective discount factor β and the coefficient of risk aversion γ that minimize the average cross sectional yields errors between the data and the implied yields, using maturities 1 quarter, 1 year, 2, 3, 4 and 5 years. To assess the results, consider Table 4, a positive slope on the cross sectional average is obtained and most of the yields are comfortably within a standard error of the data. The exact fit depends on the individual specification. The volatility for the implied yields slopes downwards much drastically than the one for the data and in most cases is below. All specifications of the model do fairly along this dimension, which is generally an issue with models with a small number of state variables. Yet, the presence of regime helps maintain much of the variability in the long end of the curve. The preference parameters for specification Sa are close to those reported in Bansal and Yaron [6], whose model with common elements with this one is calibrated to equity data. Piazzesi and Schneider [70], with a similar model yet without regimes, report higher values for both parameters. An intuitive reason for this difference is that the presence of regime switching introduces more variation into the Stochastic Discount Factor. There is then less need to have a bigger coefficient of risk aversion. Thus, the presence of regimes not only allows to capture the inflation and consumption growth dynamics in a better way -by construction-, but also allows to obtain more reasonable estimates for the preference parameters. In the case of specification Sa, i.e. s1 = s2 the compensation effect for the nominal yield is reinforce, since low mean inflation always means low variance and vice versa. In other words, high inflation means bigger surprises. This is one of the reason why the lowest coefficient of risk aversion is needed to calibrate the model. Also, it is in a way easier to identify the regime states, see Figure 11.
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1Q



20Q



γ



β



5.148 5.557 5.763 5.933 6.059 6.140 0.199 0.199 0.197 0.192 0.190 0.187 2.915 2.923 2.883 2.812 2.784 2.739



-



-
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0.9915



6.640



1



0.9999



B!



E(y) 5.661 5.704 5.796 5.888 5.974 6.051 sd(y) 2.055 1.980 1.911 1.843 1.774 1.705 E(y (r) ) 1.559 1.414 1.293 1.189 1.095 1.009



40



0.9927



Sa



E(y) 5.446 5.553 5.751 5.931 6.082 6.206 sd(y) 6.990 5.520 4.095 3.120 2.435 1.935 E(y (r) ) 4.769 4.244 3.958 3.822 3.743 3.690



5



0.9984



12



0.9984



Data



B



B



Sa



E(y) s. e. sd(y)



4Q



8Q



12Q



16Q



E(y) 5.650 5.713 5.802 5.875 5.932 5.973 sd(y) 3.221 3.178 3.086 2.989 2.898 2.812 E(y (r) ) 1.997 2.014 2.013 2.006 1.997 1.988 E(y)



E(y)



6.876



6.178



6.815



6.313



6.762



6.534



6.716



6.722



6.676



6.873



6.993



Table 7: Cross sectional means. These are the means of the data yields and the implied



yields for the specifications B and Sa. The means of the implied real yields are presented as well. sd stands for standard deviation. The notation is, (B) oth regimes: s1 affecting µπ and s2 affecting Ω. (Sa) me regime s1 affecting µπ and Ω. The implied yields for the B specification with γ = 1 is presented for comparison, not a very good fit. The implied yields for the Sa specification with γ = 12 is needed for the Cochrane Piazzezi plots in this case. The specification B ! has a smaller difference between the means of inflation, µπ (s1 = 2) − µπ (s1 = 1) compared to B.



Table 4 reports the implied real yields, for which the curve is either flat or downward sloping, consistent with the available evidence. For specifications Sa (i.e. s1 = s2 ) and B ! the real yield is downward sloping. It is not straightforward to compare these results against the data due to the short period these assets have been trading. The
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magnitudes and properties are not far from those presented in McCulloch [66], yet for a different period, see Figure (23) in Appendix 10.3. Evans [32] presents the real yields using U.K. data where the market for real bonds has been present for a longer time. Furthermore, real bonds (index-linked bonds) present issues such as their tax treatment and the inflation indexing lag to determine their payment. The day the inflation index is set for the payment and the day the actual payment is done are not the same. In the U.S. the lag is 2 months and in the U.K. the lag is 6 months. This feature that is not part of the model.17 In a strict sense then, there is no risk-less bond. Inflation affects the real yields through consumption growth or the informational content it has for consumption growth. Thus, an inflation shock announces a drop in consumption growth, lowering the real yield. The agent, in this case, does not have to be compensated since the bond will still do well when inflation arrives. Thus, there is no additional premium since the holder carries less macroeconomic risk. Figure 6 depicts the 1 quarter yield implied by the model and the one from the data. The model “overshoots” the nominal yield in the early 70s. A look at the inflation at the time might explain it (see Figure 21 in the appendix). The models follows the data much closer in the first half than in the second. Yet estimate B ! does a satisfactory job on the second half. Regarding the spread, the close correlation between the model yields leads to a fair behavior of the spread, Figure 7 shows this. The behavior for estimate B is fair at best, and thus not shown. In general for the different specifications, the short term rate captures much more of the variability than the longer maturities. A trade-off exists between being able to capture the variability of the longer term yields and the variability of the spread. This is because the implied yields are much more correlated among themselves than their data counterparts. One of the reasons for the existence of the lag is that the inflation index may be revised after it has been published. Usually the real bonds in the U.S. are indexed to the CPI, Consumer Price Index, while those in the U.K. are indexed to the RPI, Retailed Price Index. 17
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Figure 6: The short term rate, i.e. a quarter yield, from the data Estimates B and B ! , and the one from the data. Estimate B “overshoots” the nominal rate in the early 70s. +,-./01#12./-31!1!145/-6.) 0/6/ 780.9 *
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Figure 7: The yields spread: 5 year yield minus the 1 quarter yields. The model does not perform particularly well in this dimension. Specification B ! .



Figure 8 presents the time series for the implied real yields for 1 quarter and 5 years. Note the downward slope of the cross sectional average implied by the real series for specification B. A flat or downward slope is a documented fact on the real yields. Also note the drastic changes for the short rate in the 70s and 80s, this is an effect of the presence of regime switching. Similarly to the nominal case, the short part of the curve varies much more than the long part. Moreover, the long part is clearly affected by the regime switch as well. Figure 9 presents the probability of being in regime state 2 for regimes s1 and s2 . The plot for s1 distinguishes changes in regime in the 70s and 80s, time associated with structural 38
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Figure 8: The real yields. These are the time series for the real yields with maturities 1



quarter and 5 years. Note that the real yield curve is on average downward sloping. Specification B!



changes. These are related to the inflationary episodes in the 70s and the monetary experiment of the 80s. It is less clear whether plot for P r(s2 ) relates to any change in economic policy. It captures changes in the volatility of inflation. We can see that it was high in the 70s and 80s, and regains importance towards the end of the period. Comparing Figures 9, 10, 11 we have that the specification Sa, i.e. where s1 = s2 , allows us to identify the regimes more clearly.18 Something analogous happens with the difference in µπ (s1 = 2) − µπ (s1 = 1). If this difference is big, as in B, it is easier to identify the regime. Counterintuitively, the joint estimation did not improve the estimates regarding the regimes, as mentioned. This can be due to the fact that movements in the yields implied by the changes in regimes might be considered small relative to the changes in the regimes implied by the macroeconomic variables. Table 8 presents the first four (standardized) moments of the yields for the main specifications of the model, and the data. For the Sa specification the variance in the short term is overestimated, while the variance in the long term is understated. For B the variSpecifically meaning that the probability of being in a regime state hardly fluctuates around 0.5, it is consistently close to zero or one. This should not be interpreted as thinking that it is pointing the ‘right’ regime state. 18
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Figure 9: Probability of being in a regime state, Specification B. The probabilities of



regime s1 , associated to µπ , being in state 2 and regime s2 , associated to Ω, being in state 2 are shown in the top and bottom, respectively. Changes in regime coincide with the inflation episodes of the 70s and the change in policy in the 80s. Pr(S1=2) 1 0.8 0.6 0.4 0.2 0 1952
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Figure 10: Probability of being in a regime state, Specification B ! . The probabilities



of regime s1 , associated to µπ , being in state 2 and regime s2 , associated to Ω, being in state 2 are shown in the top and bottom, respectively. Changes in regime coincide with the inflation episodes of the 70s and the change in policy in the 80s. However, other fluctuations appear in unrelated periods.



ance, above the data, drops quickly with maturity. While for B ! it is below the observed yields. As for the skewness, for all the specifications the slope is negative as in the data. Except for specification B ! it is above. This highlights the importance of the values of µπ for the implied yields. Slightly lighter right tails are present for the left part of the curve, and for the right part the opposite happens. Overall, elongated right tails for the 40
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Figure 11: Probability of being in a regime state, Specification Sa. This plot presents the probability of being in regime state 2 given data up to t for s1 = s2 . Changes in regime coincide with the inflation episodes of the 70s and the change in policy in the 80s.



yields are captured. While the kurtosis is understated for B and Sa, its negative slope is part of the model in each specification. It does well with respect to the autocorrelation, overestimating it slightly. To sum up, provided that only the cross-sectional means of the yields were used for the calibration, in other words the first moment (i.e. step 2 of estimation 1.); the model does an overall satisfactory job. Also, these statistics are sensitive to the exact specification of the regimes and the values of the parameters in each regime state.
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Data Mean Variance Skewness Kurtosis Autocorr. B Mean Variance Skewness Kurtosis Autocorr. B! Mean Variance Skewness Kurtosis Autocorr. Sa Mean Variance Skewness Kurtosis Autocorr.



1Q



1Y



2Y



3Y



4Y



5Y



5.15 8.53 1.06 4.46 0.94



5.56 8.58 0.82 3.76 0.95



5.77 8.34 0.83 3.67 0.96



5.94 7.93 0.82 3.61 0.96



6.07 7.77 0.83 3.62 0.97



6.15 7.52 0.80 3.43 0.97



5.58 10.53 1.75 5.73 0.97



5.64 10.24 1.77 5.78 0.97



5.74 9.65 1.75 5.69 0.97



5.81 9.06 1.72 5.56 0.97



5.87 8.51 1.69 5.43 0.98



5.91 8.01 1.66 5.31 0.98



5.66 4.22 0.50 2.06 0.95



5.70 3.92 0.48 1.88 0.97



5.80 3.65 0.44 1.75 0.98



5.89 3.40 0.41 1.66 0.98



5.97 3.15 0.39 1.59 0.98



6.05 2.91 0.37 1.54 0.98



5.45 13.99 1.46 4.04 0.96



5.55 11.05 1.48 4.07 0.97



5.75 8.19 1.47 4.04 0.97



5.93 6.24 1.45 4.00 0.97



6.08 4.87 1.43 3.96 0.98



6.21 3.88 1.42 3.93 0.98



Table 8: The first four (standardized) moments. The table presents the 1st,2nd, 3rd



and 4th (standarized) moments, and the autocorrelation (1 lag) for the yields implied by the model’s specifications and from the data. Recall the notation, specification B stands for a the state-space with regime in s1 in µπ and s2 in Ω. Sa stands for having the same regimes s1 = s2 for µπ and Ω.



Band-pass filter To further assess the model I decompose the implied yields using the band-pass filter following Piazzesi and Schneider [70]. I use the code in Christiano and Fitzgerald [17] provided as a complement to their paper. For this particular exercise I used specification Sa, i.e. s1 = s2 . The results for the other specification are comparable. From Figure (12) it can be seen that the short rate of the model does a good job capturing
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the business cycle frequencies of the data (bottom left plot), strongly related to the inflation movements at these frequencies. However, this relationship weakens somewhat from around 1975 to 1995. The model’s short rate similarly does well for the lower frequency (bottom right plot), correlated with inflation. So we see that to a great extent the short rate is being driven by inflation. Concentrating on the business cycle frequencies for the spread, there is a change around 1975 where the model starts missing some of the dynamics. It also happens for the short rate but to a lesser extent. As for the model’s spread at business cycle frequencies, it does a good job until around 1975 (top left plot). The model’s spread exaggerates the movements in the low frequencies (top right plot) in the late 1970s. The relationship between consumption growth and the spread is less clear and therefore not shown. To sum up, the short rates are positively correlated with inflation at low and high frequencies. While the spread is positively correlated with consumption at low frequencies, yet this relationship is not as strong as the first one. The model, except for the spread at low frequencies, is able to capture the turbulent years of the 70s due to the presence of regime switching. *+,-./0123456-4417879-1:,-;3-6781?1'@
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Figure 12: The Band pass filter. The figure presents the spread (5 years -1 quarter) and the short rate (1 quarter) for the data and model. The plots on the left filter in only the business frequency components (between 1.5 years and 8). Those on the right filter in only those frequency components above 8 years. 43
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Principal Components Decomposition



The use of principal components analysis (PCA)19 started in the term structure of interest rates literature with Litterman and Scheinkman [59]. Their characterization is based on interpreting the first three principal components as movements in the “level,” “slope” and “curvature” of the yield curve. They argue that these components account for almost all the variability in yields movements. It was then documented that the aggregate demand shocks are correlated with the first principal component, level. Changes in monetary policy affect the second principal component, having an effect on the slope, e.g. see Singleton [75]. However, changes in the curvature are less well understood under this framework. Note that these results conform with the band pass filter results, in which short rates are positively correlated with inflation, moving the slope of the curve. This is compatible with the idea that monetary shocks affect the slope via the short rate. Also, it is consistent with for e.g. Rigobon and Sack [78], who by estimating a reduced form model conclude that an increase in short-term interest rates results in an upward shift in the yield curve that is smaller at longer maturities. In the PCA analysis, the largest proportion of variability of the yield curve comes from the movements in the level, the first principal component. While less can be attributed to changes in the slope, and even less to the curvature. This reduction in the variance explained is captured by the model as well,20 although the proportions drop much more rapidly. I re-express the components of yields implied by the model in Figure 13. The main idea is to see it as another decomposition with economically interpretable components. The main reason why I re-express the components is because the PCA removes the means from the Originally developed by Karl Pearson. By construction the variance explained decreases as we advance through the principal components. The point is how rapid the drop in the variance explained is or, equivalently, the first three components account for most of the variation in the yields. 19 20
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Figure 13: The (standardized) components of the yields This plot depicts the stan-



dardized contribution of each of the components that forms the yield of a bond. The plot on the top has the the B1 (n)x1 /n and B2 (n)x2 /n terms, with x having the standard deviation values (positive and negative). In the middle plot the (F (n, s2,t ) − EF (n, s2,t ))/n term is presented. At the bottom, the plot has the (G(s1,t ) − EG(n, s1,t ))/n term. A(n)/n is constant, it is not depicted. The x-axis has the maturities. The y-axis is in percentages. (n)



variables that are analyzed. Thus, recalling yt (n)



we can rewrite yt



(n)



− Eyt



as
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= (A(n)+B! xt +F (n, s2,t )+G(n, s1,t ))/n,



(B1 (n)x1,t + B2 (n)x2,t + (F (n, s2,t ) − EF (n, s2,t )) + (G(n, s1,t ) − EG(n, s1,t )))/n. Stacking the yields with maturities 1 quarter, 1, 2, 3, 4, and 5 years in a vector Yt , and the coefficients in B1 , B2 , F(s2,t ), and G(s1,t ) in a similar fashion to the joint estimation, we get,



Yt − EY = B1 x1,t + B2 x2,t + (F(s2,t ) − EF) + (G(s1,t ) − EG)



(13)



Recall that the PCA decomposition for which we can express the yield curve at time t as



Yt − EY =



6 i=1



αi,t vi where vi · vj = 0 for all i (= j,



and · is the dot product. In order to compare, Figure 14 depicts the principal components analysis decomposition for the yields implied by specification B, i.e. with independent regimes in µπ and Ω and the decomposition implied by the data. The decompositions are closely consistent. Consider now each of the (standardized) functions of the bond prices, the structure of the Stochastic Discount Factor, and the typical movements of the state variables and regimes. Keep in mind that the following statements are about yield variations with respect to their mean, as in equation (13). Thus, we have: i) Changes in x2,t accounts for much of the variations in the yields compared to x1,t . This holds although the latter is multiplied by the coefficient of risk aversion (recall the decomposition of the nominal SDF). This conforms with the documented result that much of the movements of the yield curve are due to changes in inflation.
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Figure 14: The principal components decomposition. The plots of the first three principal components for the data and for the main model are shown. The lines are the “level,” “slope” and “curvature” components. The plot on the left comes from the data, the one on the right comes from the model B, i.e. with regimes in µπ and Ω. ii) Changes in x1,t and x2,t are on average negatively correlated. Naturally, they can sometimes be both positive or both negative. So we would normally see the lines of the top plot in Figure 13 on opposite side of the x-axis. iii) The regime of mean inflation s1 = 1 affects the short part of the curve and the longer maturities similarly, although there is a slight increase as maturity increases. As for s1 = 2 it slightly slopes down as the maturity increases. iv) The component associated to the variance-covariance regime s2 , affects the shorter yield less (in absolute value) than the longer ones. The effect is much stronger under regime state 2. An important part of the changes come from xt , these affect the level of the yields. On average, the negative correlation means the B1 (n)x1,t component will be pulling the yield curve on the opposite direction than B2 (n)x2,t and the other way around. With typical variations in these components we get changes in the level of the yield curve (see Figure 13), consistent with the behavior of the first principal component. Changes in the regime associated to the mean inflation (s1 ) affect the level of the yield, point iii). However, changes in the inflation component x2,t can significantly affect the 47



slope, in agreement with the interpretation given to the second principal component. Variations in the curvature should appear less frequently than those in the level or slope. The curvature varies more drastically when both elements in xt go from both being negative to both being positive or vice versa; which happens with low probability as they are negatively correlated. It is precisely these type of changes that affect the curvature of the yield curve. This is compatible with both the low proportion of variance explained by the third principal component, the curvature, and the type of movements. To conclude, we can see the expression for yields as another plausible decomposition of the movements of the yields which is consistent with the PCA decomposition, and has interpretable economic components. It is remarkable that although the use of information from the yields to obtain the preference estimates in the model was limited to the crosssectional means, the model implies a consistent PCA decomposition.
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6



Predictability



A central feature of the yields’ data is the deviation from the Expectation Hypothesis (EH). For example see, Fama and Bliss [36], Campbell and Shiller [14] and Cochrane and Piazzesi [20]. It has been documented that expected bonds returns are time-varying. Fama [35] presents some of the evidence and posits it as a stylized fact models would have to explain. It happens, as explained above, that they are closely related. Models of the term structure of interest rate that are based on the existence of a Stochastic Discount Factor, e.g. Banzal and Zhou [7] have been able to capture much of the predictability dynamics in the yields. However, consumption-based term structure models have been less explored along this dimension.21 In what follows, I will show that the model has important implications for predictability. Table 9 conveys two central facts. First, the model captures the magnitude of the (log) holding period returns (hpr) (some measures are slightly off from their standard errors). (n)



(n−1)



Recall that the (log) holding period return, hpr, is given by hprt+1 = pt+1



(n)



− pt .



Second, for the (log) hpr implied by the model, as in the data, on average there is no difference between holding bonds of different maturities for a period, in this case a year. In this sense the expectation hypothesis holds on average, for the model as well as for the data. If the holding period return is constant for all maturities then the expectation hypothesis holds. I start with some predictability regression tests as implemented in Cochrane [22], to measure the success of the model along this dimension. I then proceed with the regression tests as in Cochrane and Piazzesi [20]. Table 6 shows the results for the initial predictability tests. For the change in yields regression the expectation hypothesis predicts a coefficient of one for b. Both in the One exception is Wachter [83]. She extends the Campbell and Cochrane’s [18] habits model to obtain a term structure. 21
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(n)



Maturity E(hprt+1 ) Data 1 5.97 2 6.23 3 6.34 4 6.15 Sa 1 6.02 2 6.34 2 6.67 3 6.87 B 1 5.89 2 5.98 3 6.09 4 6.15



std.error 0.26 0.32 0.40 0.46 0.23 0.26 0.29 0.33 0.28 0.37 0.46 0.55



std. dev. 3.75 4.71 5.76 6.63 3.29 3.74 4.27 4.74 4.07 5.36 6.68 7.95



Table 9: Mean holding period returns. These are mean holding period return, the corre-



sponding standard errors, and the standard deviations of hpr for maturities 1 to 4 years. The holding period return is one year. The period is from 1952:2 to 2005:4. Source: CRSP.



data and specification Sa, this tends to hold the longer N is. The specification B is less successful in this respect, it starts conforming with the expectation hypothesis from small values of N . The model in the short run presents some predictability whereas the data does not. While they all tend to increase their predictability as N increases, as reflected by the adjusted R2 . Thus, for the change in yields regression, specification Sa follows along two characteristics the patterns in the data. For the holding period returns regressions, see Table 6, the expectation hypothesis predicts a coefficient of zero for b. The model specification Sa, does not conform to this prediction, yet it behaves similarly to the data in that it maintains a similar level for the coefficient as N increases. For Sa, the adjusted R2 maintains a similar level, having a drop for the maturity 4 as in the data. For specification B, the estimates are close to those predicted by the expectation hypothesis, and have a low value for the adjusted R2 . This is consistent with the results for the change in yields regression. Specification Sa, in this case follows the data the closest. In sum, by the properties from consumption growth, inflation, and the estimates, pre-
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Change in yields (1)



(1)



yt+N − yt N Data 1 2 3 4 Sa 1 2 3 4 B 1 2 3 4



(N →N +1)



= a + b(ft



(1)



− yt ) + #t+N s.e.(b)



adj R2



0.1342 0.1939 0.2187 0.2268



0.0813 0.1669 0.3800 0.1599 0.6227 0.1521 0.8077 0.1531



-0.008 0.017 0.068 0.115



-0.214 -0.422 -0.566 -0.703



0.122 0.171 0.196 0.215



0.409 0.545 0.579 0.623



0.120 0.098 0.088 0.084



0.044 0.123 0.171 0.213



-0.1082 -0.2142 -0.3086 -0.3088



0.0726 0.0952 0.1097 0.1224



0.8197 0.8846 0.9141 0.7582



0.2486 0.1920 0.1628 0.1489



0.0404 0.0850 0.1270 0.1074



a



s.e.(a)



0.0015 -0.2284 -0.4754 -0.6109



b



Table 10: Change in yields predictability regressions. Change in yields regressions.



The period is from 1952:2 to 2005:4. Source: CRSP. These regressions are for the two main specifications of the model. Sa is the case when s1 = s2 and B is the case when s1 and s2 are independent. s.e. stands for standard errors and adj for adjusted. Under the expectation hypothesis the value of b should be 1. The N in indicates the number of periods after t the future yield is considered, it is in years.



dictability would be expected to hold only to an extent. In other words, there is a limited content of predictability in inflation and consumption growth, relative to the predictability in yields. Nevertheless, while specification B follows somewhat closely the expectation hypothesis, the predictability in specification Sa is in the right direction. An increase in the forward above the short rate predicts an increase in tomorrow’s yields or holding period return. Assuming that the same regime affects both the inflation mean and the variance-covariance matrix contributes to getting both closer magnitudes and patterns for the basic predictability regression tests.
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Holding period returns (N +1)



N Data 1 2 3 4 Sa 1 2 3 4 B 1 2 3 4



(1)



(N →N +1)



(1)



− yt



= a + b(ft



a



s.e.(a)



b



s.e.(b)



adj R2



-0.002 -0.179 -0.412 -0.046



0.134 0.263 0.367 0.466



0.919 1.232 1.507 0.932



0.167 0.217 0.255 0.315



0.118 0.128 0.139 0.033



0.214 0.384 0.513 0.612



0.122 0.211 0.277 0.327



0.591 0.603 0.601 0.596



0.120 0.122 0.124 0.126



0.096 0.097 0.093 0.088



0.1082 0.1983 0.2787 0.3344



0.0726 0.1421 0.2037 0.2579



0.1803 0.2443 0.2950 0.3302



0.2486 0.2866 0.3023 0.3136



-0.0070 -0.0062 -0.0052 -0.0045



hprt+1



− yt ) + #t+1



Table 11: Holding period returns predictability regressions. The period is from 1952:2 to 2005:4. Source: CRSP. These regressions are for the specifications Sa, s1 = s2 and B, where s1 and s2 are independent. Under the expectation hypothesis b = 0. Also, N is in years.



Moving on to the Cochrane and Piazzesi [20] tests, we have that their initial regression is given by: (1)



n hprt+1 − yt (k)



recalling that ft



(n)



(n) (1)



(n) (2)



= β0 + β1 yt + β2 ft



(n) (5)



+ ... + β5 ft



(n)



+ #t+1 ,



denotes the forward rate. This regression for the model data presented



collinearity. This is not surprising given that small number of state variables that are part of the model. Simplifying the test to sidestep the collinearity problem the regression



(1)



n − yt hprt+1



(n)



(n) (1)



(n) (3)



= β0 + β1 yt + β3 ft 52



(n) (5)



+ β5 ft



(n)



+ #t+1 ,



n Data 1 2 3 4 B 1 2 3 4



β0



s.e.



β1



s.e.



β3



s.e.



β5



s.e.



R2 (adj.)



-1.237 -1.876 -2.816 -3.670



0.292 0.527 0.716 0.899



-0.670 -1.453 -2.163 -2.681



0.112 0.202 0.274 0.345



1.453 3.126 4.541 5.097



0.2210 0.4000 0.5430 0.6820



-0.585 -1.395 -1.993 -1.958



0.170 0.306 0.416 0.523



0.24 0.27 0.30 0.27



1.446 3.014 4.457 5.776



1.427 2.595 3.627 4.544



-1.035 -2.086 -3.064 -3.963



0.482 0.877 1.226 1.536



3.093 6.107 8.817 11.253



1.757 3.195 4.466 5.596



-2.2250 -4.3780 -6.2920 -7.9990



1.486 2.702 3.777 4.731



0.021 0.023 0.025 0.027



Table 12: Simplified Cochrane Piazzesi regressions The simplified Cochrane Regression (1)



(n)



(n) (1)



(n) (3)



(n) (5)



(n)



n −y hprt+1 t = β0 + β1 yt + β3 ft + β5 ft + &t+1 . The period is from 1952:2 to 2005:4. Source: CRSP. The model is the specification B.



was performed instead, dropping two of the intermediate forwards rates. Figure 15 presents the tent shape for the data and for the specification Sa, i.e. s1 = s2 and Figure 16 presents the tent shape for specification B, i.e. independent regimes s1 and s2 . In order to obtain the pattern for the Sa case, the coefficient of risk aversion has to be raised to 12. Table 12 presents the estimates for the simplified Cochrane Piazzesi regressions. These (n)



(n)



are the β1 , β3



(n)



and β5



of the regression. As in the simple regressions the low values



of the R2 ’s are not surprising in the sense that relatively to the yields’ predictability, the information contained in consumption growth and inflation is small, as mentioned. The estimates should be interpreted with caution as some of the standard errors for the model are sizable. Yet, it is certainly remarkable that the magnitude of the coefficients are close and have the same pattern. The estimates indicate that the model captures an important component of the dynamics of the predictability in yields. The values for the coefficient of risk aversion are for the most part reasonable for specification Sa, but they are high for specification B. Moreover, given that only the cross sectional averages of the yields were used to obtain the preference parameters (i.e. estimation 1.) and in the light of the results in Singleton [75], where he argues that the tent shapes obtained 53



in Cochrane and Piazzesi [20] depend on the smoothing construction of the yields data, this is a remarkable result. As it has been shown, the role of the regimes and the way they are specified in the model is crucial to obtain some of the patterns that appear in the data for the simple predictability regressions and the simplified Cochrane and Piazzesi regressions. While Sa had more success in the change in yields and hold period returns regressions; for the Cochrane and Piazzesi regressions, the coefficient of risk aversion has to be raised to obtain the pattern. On the contrary, in the case of the B specification, the estimates for the change in yields and hold period returns regressions were not very favorable, as they were closer to the expectation hypothesis compared to the data. For specification B however, the Cochrane and Piazzesi regressions were largely successful.
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Figure 15: The Cochrane Piazzesi “tent plots” These are the β1(n) , β3(n) and β5(n) of the



regression. The plot in the top shows the pattern of the coefficients from regression (14) with the data. While the plot at the bottom shows the same coefficients but with the yields implied by the model Sa, i.e. s1 = s2 . The coefficient of risk aversion was raised to 12.
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Figure 16: The Cochrane Piazzesi “tent plots” These are the β1(n) , β3(n) and β5(n) of the



regression. The plot shows the coefficients from regression (14) using the yields implied by the model B, i.e. s1 and s2 are independent. The coefficient of risk aversion is 40.



7



Excess return decomposition



Financial theory predicts that investors have to be compensated for the risk they incur for holding any risky financial asset, a nominal bond in this case. This risk compensation can be decomposed in several ways. It is of interest to examine the relative magnitudes of the compensation for each risk as defined in the model. In particular, the parts associated to consumption growth, inflation and “revisions” risks. The estimates used for this section are those associated with specification B, i.e. regime s1 affecting µπ and regime s2 affecting Ω. For notational purposes, let st ≡ (s1,t , s2,t ). Consider the basic relationship between the SDF and excess return,
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.
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/ . / f n − πt+1 ) Et (HP Rt+1 − Rt )



n−1 n where, recall HP Rt+1 = Pt+1 /Ptn . Conditioning on the next period state we know that



the SDF distributes normally. So by the law of iterated expectations and Stein’s lemma we can rewrite the covariance as follows:



/ . (r) n = Covt exp(mt+1 − πt+1 ), HP Rt+1 0 0 . / 0 (r) (r) n 0 = P r(st+1 |st )Et [exp(mt+1 − πt+1 )0 st+1 ]Covt mt+1 − πt+1 , HP Rt+1 0 st+1 st+1



Thus, we get the following expression for the excess return



n E(HP Rt+1 − Rtf ) = −



st+1



0 . / (r) n 0 w(t, st+1 )Covt mt+1 − πt+1 , HP Rt+1 0 st+1



where (r)



Et [exp(mt+1 − πt+1 )|st+1 ] . / . w(t, st+1 ) = P r(st+1 |st ) (r) Et exp(mt+1 − πt+1 ) Please note that



1



w(t, si ) =1. Moreover, recalling the specific form of the nominal SDF,



log β − γ∆ct+1 + (1 − γ)(a(1 − β −1 ) + b! (xt+1 − β −1 xt ) + (f (s2,t+1 ) − f (s2,t )) − πt+1 we can decompose the covariance as follows:



0 . / 0 2 3 (r) n 0 n 0 Covt mt+1 − πt+1 , HP Rt+1 st+1 0 st+1 = −γCovt ∆ct+1 , HP Rt+1 0 3 2 n 0 st+1 +(1 − γ)Covt Nt+1 , HP Rt+1 0 2 3 n 0 −Covt πt+1 , HP Rt+1 st+1 56



where Nt+1 ≡ (b! (xt+1 − β −1 xt )) + (f (s2,t+1 ) − β −1 f (s2,t )) is the “revisions” component. Each covariance measures the compensation for the risk incurred for each component: consumption risk, “revisions” risk and inflation risk. The time variation takes place due changes in regime through the weights w(t, st+1 ), in the information at time t either through P r(st+1 |st ), and the state variables themselves, xt . This expression can be interpreted as an extension of Consumption Capital Asset Pricing Model (CCAPM) with time-varying βs, as we can write



n E(HP Rt+1 − Rtf ) = n Cov(∆ct+1 , HP Rt+1 | st+1 ) w(t, st+1 )var(∆ct+1 )γ var(∆ct+1 ) s n Cov(Nt+1 , HP Rt+1 | st+1 ) − w(t, st+1 )var(Nt+1 )(1 − γ) var(Nt+1 ) s n Cov(πt+1 , HP Rt+1 | st+1 ) + w(t, st+1 )var(πt+1 ) . var(π ) t+1 s



(14)



It reduces to the original CCAPM assuming no change in regimes and either setting γ = 1 or assuming there is no predictable component in consumption growth (making the “revisions” component zero). Also, note that it is expressed in terms of HP R and we have an expression for hpr in terms of the parameters of the model. Thus, to obtain a computable result the same step using Stein’s lemma on HP R is performed. (See the Appendix 10.5 for details). The decomposition is on the excess holding period return for a quarter for bonds of different maturities through the time period. Given the estimates and the model’s properties we can conjecture certain characteristics of the decomposition. The agent cares primary about his consumption; in particular, he dislikes persistence. He cares about inflation to the extent it provides him with information about the consumption prospects. He cares little about inflation per se. Thus, the bulk of the compensation must come from 57



consumption growth or “revision” surprises. We have that the unconditional average holding period return is six percent. While the unconditional average for the short term rate (1Q) is five percent. So we are, on average, seeking to explain an excess return of 100 basis points. Recall the Impulse-Response Functions associated to the state-space, Figure 2. The respond of consumption growth to a consumption growth shock is generally short lived. The respond of consumption growth to an inflation shock, although somewhat smaller than the respond of consumption to a shock, was more persistent. So the agent will care most about consumption “revisions” surprises. Cov(HPR,! c) Component
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Figure 17: Consumption growth risk compensation. This is the excess return associated to the risk of a change in consumption growth. The x-axis is the date in quarters, the y-axis is the maturity of the bonds, and the z-axis are in percentages, where 1 is 1%. Thus, the magnitudes are around 27 to 31 basis points. Figures (17), (18), (19) depict the three elements of equation (14), respectively, consumption growth, inflation and “revisions” risk. Note that “revision” risk compensation slopes upward along maturity, while consumption growth compensation slopes downwards. As inflation signals a reduction is consumption growth, bonds with longer maturities have to offer a higher return. Shorter maturity bonds are less affected. The compensation for consumption risk is more relevant for short shorter bonds, as consumption growth will 58
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Figure 18: Inflation risk compensation. This is the excess return associated to the risk of a change in inflation. The x-axis is the date in quarters, the y-axis is the maturity of the bonds, and the z-axis are in percentages, where 1 is 1%. Thus, the magnitudes are basically zero (around 0 to 0.3 basis points). Cov(HPR,L) Component
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Figure 19: “Revisions” risk compensation This is the excess return associated to the risk of a change in consumption growth as convey by an inflation surprise. The xaxis is the date in quarters, the y-axis is the maturity of the bonds, and the z-axis are in percentages, where 1 is 1%. Thus, the magnitudes are around 69 to 73 basis points. rapidly go back to its long run average after a shock. The compensation for inflation is practically zero. This is as expected, since the agent does not care about inflation per se. All of the compensations are directly affected by the regime states, specifically regime s2 , 59



the one associated to the variance-covariance matrix. Thus, episodes of more volatility, i.e. larger surprises, have consequently larger compensations. Overall, by comparing each of the compensations, we can see that the consumption risk and “revision” risks are both quantitatively important. They account respectively, on average, for one third and two thirds of the risk compensation.
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Literature Review



Consumption-based asset pricing has had its ebb and flow for the past decades in the economic literature. The floodgates were open with papers like Lucas [56], Hall [44], Mehra and Prescott [64], Hansen and Singleton [47], [49], and Campbell and Shiller [14], and Cox, Ingersoll, and Ross [25], among others. The flow came back with papers like Constantinides [23], Abel [1], Epstein and Zin [30], Hansen and Jagannathan [53], Campbell and Shiller [14], Fama and French [38], Constantinides and Duffie [24], and Campbell and Cochrane [18]. The current tide is formed by papers like Lettau and Ludwigson [57], Wachter [83], Piazzesi, Schneider and Tuzel [71], Bansal and Yaron [6], Parker and Julliard [68], Hansen, Heaton and Li [48], among others. This paper builds on Piazzesi and Schneider [70]. Also, it examines other issues and uses a different methodology. One central difference between Piazzesi and Schneider [70] and papers like Bansal and Yaron [6] is that while consumption growth process is estimated in the former, it is calibrated in the latter. Piazzesi and Schneider [70] and this paper strongly rely on being able to have some consumption growth predictability through inflation to measure the “revisions” component. Parker and Julliard [68], is similar in that they argue that cumulative consumption growth has a predictable component. The analysis in this paper uses parameter uncertainty. In this topic it relates to papers like Kim [55] that studies the source of monetary growth uncertainty. Piazzesi and Schneider [70] also use parameter uncertainty but with a different methodology. For the predictability of yields papers like Banzal and Zhou [7] explore the implications. They have had success using regimes to model the predictability in yields. Although, their model’s SDF can be derived from a general equilibrium model; they introduce regimes directly to the SDF and assume latent variables to calibrate their model directly to yields data. In comparison, this paper introduces the regime switching to the state-space capturing the dynamics of consumption growth and inflation.
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The discrete-time (affine) Term Structure Models in the literature have three conceptually different approaches. The first, as in this paper, has a parametric specification for the SDF.22 The second one, starts positing a continuous SDF and then uses the discrete time version of the continuous process. This approach has the property that as the time interval gets smaller, the models converge to their continuous counterparts. The third, is similar to the second one in that it starts with a continuous process but it approximates it, yet using for example the Euler expansion (see Glasserman [43]). The choice is a matter of convenience and tractability. One source that treats this topic is Singleton [75]. I briefly mentioned some issues related to monetary theory; nevertheless I provide some relevant papers. A standard reference for the empirical effects of monetary policy in the long run is McCandless and Weber [63], topic for which there is less disagreement. Regarding the effects on the short run there is much more variety, which reflects the fact that there is less consensus on the matter. Some central papers are Lucas [62], and Calvo [11]. On the empirical estimates of the effects of monetary policy on the short run, the following are representative papers: Friedman and Schwartz [39], Sims and Zha [74] and also Christiano, Eichenbaum and Evans [16]. Relevant to methodology Eichembaum [29] is central. More on the structural side there is Rotemberg and Woodford [76] as a prominent example. Alternative ways of measuring monetary shocks are given in Romer and Romer [79] and Boschen and Mills [10]. One notable model that relates monetary policy to the term structure of interest rates is Piazzesi [69]. The literature in these areas is vast and I have only named a very limited number of papers.



These can be further subdivided into consumption-based, factor based, and latent variable based. The frontier among them blurs and some models incorporate elements of the two or more. 22
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Concluding remarks



This paper proposes a consumption-based asset pricing model to analyze the relationship between consumption growth, inflation and yields. The inclusion of regimes switching and the exact specification play a key role. They account for changes in policy as in the 80s and address phenomena observed in the financial markets as changes in the conditional variability of yields. Their presence allows me to obtain more reasonable preference parameters. While the central idea of introducing the regimes is to capture drastic changes both in the macroeconomic and financial variables, it is the combination of recursive utility and their persistence that produces relevant implications for the behavior of the Stochastic Discount Factor, and thus the yields. Inflation and consumption growth can explain the variability in yields only to an extent. Yet it is remarkable that by having estimated the state-space using only consumption growth and inflation, and having used only the average cross-sectional of the yields data to obtain the preference parameters, the extent to which the model conforms with an important set of the yields’ stylized facts. These facts include the predictability as seen in the data in terms of the Cochrane and Piazzesi [20] tent-shaped functions of forwards; an increment in the long yields’ volatility; and a consistent principal component decomposition. The estimation in general, and of the regimes in particular, entail econometric challenges. Restrictions, some of them economically motivated, have to be included. For example, independent regimes in the model restrict the general transition probability matrix and makes the estimation feasible. Yet having only one regime affecting both the mean inflation and the variance covariance matrix, makes the estimation less problematic and the regimes are much easier to identify. Since this specification directly relates the mean inflation and the variance-covariance matrix, any change of either variable indicates a plausible regime switch. Economically, it means that higher mean inflation is always associated with a bigger conditional covariance and more sizable inflation surprises. Given 63



the setup and data, an unrestricted matrix, i.e. an arbitrary relationship between s1 and s2 , implied a state-space that quickly becomes an intractable object to estimate. Thus, it seems a natural exercise to estimate the polar cases of the configuration, as I do. I see the following relevant future exercises. The possibility to estimate more general specifications strives in adding more economic information relevant to the agent that would aid in the estimation, I briefly explore this by adding labor income. Further relevant information, e.g. corporate earnings, inflation surveys, futures on the short term rate or a sensible function of these variables might potentially contain relevant information regarding future economic prospects, inflation or expected inflation. A parallel extension is to use additional variables minimizing the number of additional parameters to be estimated. This might involve varying the exact specification of the state-space beyond the regimes. This extension potentially can improved the model and the estimation, in particular make the estimation for the general relationship between regimes feasible. Second, assuming that the elasticity of intertemporal substitution ψ is one not only simplifies the formulas to obtain the bond prices but it sidesteps the need to estimate wealth, an unobservable variable. This assumption is not innocuous and might be hiding significant effects. A proxy for wealth and the possibility to entertain values different from one for the the elasticity of intertemporal substitution could potentially give the model further information with relevant implications on the value of the estimates, including those dependent on the regimes, and, thus, the behavior of the implied yields. Third, the matrix φx is not necessarily constant through time. Perhaps introducing regimes in this matrix is an appealing modification. Two possible hurdles are: i) the value function and the yields would have to be approximated, and thus the approximation error would have to be assessed; ii) estimating φx could face similar difficulties to the estimation problems mentioned above, recall that it is sensitive to the specification of the model. Recall this parameter is key to the implications of the model. A possibility in a 64



similar context, and to an extent is done in the paper, is to introduce regimes sequentially and compare their relative performance.23



23



I further expand on these issues in the appendix, sections 10.6 and 10.4.5.
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10 10.1



Appendices Value Function



Here I described how to solve for the value function. To ease the notation I give the value functions their linear notations and assume independence among the regimes. The case for the same regime affecting the mean inflation and the variance-covariance matrix is similar.



zt+1 = (µ∆c µπ (s1,t ))! + x + #t+1



(15)



xt+1 = φx xt + φx K#t+1 ,



The shock #t+1 affecting both equations is normally distributed with mean (0 0)! , and variance-covariance matrix Ω(s2,t ). Recall the equation the continuation value needs to satisfy.



vt = (1 − β)ct + β(1 − γ)−1 log Et (exp((1 − γ)vt+1 )). Conjecture that the value function is of the form:



vt = a + b! xt + ct + f (s2,t ) + g(s1,t )



Consider the expression Et exp((1 − γ)vt+1 ),
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Goes outside the expectation operator



exp(a + b! φx xt + ct + µ∆c + e!1 xt )



Stays inside the expectation operator



exp((1 − γ)η#t+1 + f1 + f2 st+1,2 )



where η = b! φx K + e!1 Thus, due to independence, to solve for the value function we have the following equations:



a = βµ∆c + βa ct = (1 − β)ct + βct b! = β(b! φx + e!1 ) f1 + f2 s2,t =



β log Et exp ((1 − γ)(f1 + f2 s2,t+1 )) + log Et exp((1 − γ)(η ! Ω(s2,t )η)/2) (1 − γ)



This set of equations defines the value function, and by construction it satisfies it.



10.2



Bond Pricing



This section presents how to solve for the bond prices. I will follow again the case of the specification in the last subsection. The proofs of the case of the same regime affecting both the mean inflation and the variance-covariance matrix is analogous. Conjecture a price function of the form.



(n)



Pt (xt , st ) = exp(−A(n) − B(n)! xt − F (n, st,2 ) − G(n, st,1 ))
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Thus, recall that



vt+1 = a + b! xt+1 + ct+1 + f1 + f2 s2,t+1 mt+1 = log β − γ∆ct+1 + (1 − γ)(ˆ vt+1 − β −1 vˆt ) − πt+1 where vˆt+1 = vt+1 − ct+1 . It follows that



(ˆ vt+1 − β −1 vˆt ) = a + b! xt+1 + f1 + f2 s2,t+1 −β −1 a − β −1 b! xt − β −1 f1 − β −1 f2 s2,t = b! (φx − β −1 I)xt + b! φx K#t+1 + a(1 − β −1 ) + +f1 (1 − β −1 ) + f2 s2,t+1 − β2−1 f2 s2,t Now since



+



E exp(mt+1 −



,



(n−1) (n) πt+1 )Pt+1 (xt+1 , st+1 )/Pt (xt , st )



= 1,



by the conjecture of the price, the S.D.F., and regimes independence; we obtain the following recursive relationships:
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A(n) = A(n − 1) − log(β) − γe!1 µ1 + (1 − γ)a(1 − β −1 ) B(n) = φ!x B(n − 1) + γe!1 + (1 − γ)b! (φx − β −1 I) − e!2 G(n, s1,t ) = − log (Et (exp(−G(n − 1, s1,t+1 )))) + µπ (s1,t ) F (n, s2,t ) = − log (Et (exp(−F (n − 1, s2,t+1 ) + 0.5ψ(n − 1)! Ω(s2,t )ψ(n − 1)))) where ψ(n − 1) ≡ −γe!1 + (1 − γ)b! K − B(n − 1)! K. (0)



Recall that A(0) = 0, B(0) = 0 and G(0, s1,t ) = F (0, s2,t ) = 0 for all st since Pt (xt , st ) = 1 for all xt and st , which defines the initial conditions. Note that the construction of the price for the real bond is totally analogous, except that, naturally, the inflation is excluded. For a general relationship in the regimes, the construction is similar except that the regime is expanded st ≡ (s1,t , s2,t ) and thus the form of the bond price is:



(n)



Pt (xt , st ) = exp(−A(n) − B(n)! xt − H(n, st )).



10.3



Data Details



This subsection is not meant not be self-contained but rather as a complement of the text. The plots for time series of consumption growth, inflation, yields and real yields are presented.
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Figure 20: Time series for (real) consumption growth. The consumption considered is



for nondurables and services. The population growth is assumed to be constant an zero. Thus, the consumption growth is not adjusted. Source: NIPA. *)# +,-./012, *
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Figure 21: Time series for inflation. The inflation is the calculated from a constructed



price index that accounts for the fact that the consumption is taken nondurables and services. Source: NIPA



10.4



Estimation Details



This section presents estimates for three specifications of the model: i)no regimes, ii)only one regime associated to the variance-covariance model, and iii) a model with a third variable, labor income. It also presents a detailed descriptions of the estimation methods used in the paper.
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Figure 22: Time series for Yields for all 6 maturities. These are the time series for the



yields of all the 6 maturities used in the paper: 1 Q, 1 year, 2, 3, 4, and 5 years. Source: CRSP. .-+2 ( !34-+0 $34-+05 &34-+05 '34-+05 (34-+05
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Figure 23: Time series observed real yields.These are the real yields for all 6 maturities



as estimated by McCulloch. Note that the periods do not coincide with those considered in our analysis, yet the magnitudes are comparable. Source: www.econ.ohio-state.edu/jhm/ts/ts.html



10.4.1



Maximum Likelihood Estimation



This subsection explains in further detail how the Maximum Likelihood Estimation is performed. A simple example is as follows. Let Z ∼ N (µs(j) , 1) where µs(j) depending on the regime can have two values µ1 and µ2 . The probability density function of zt is:
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Parameter µ∆c µπ Ω



φx



K



Estimate 0.8230 0.9267 0.1857 (0.0180) -0.0376 (0.0095) 0.5525 (0.1707) 0.2869 (0.1163) 0.2384 (0.0757) 0.0921 (0.0489)



-0.0376 (0.0095) 0.0928 (0.0090) -0.0925 (0.0540) 1.0294 (0.0346) -0.1226 (0.0979) 0.5206 (0.0667)



Table 13: ML Estimates for 2 state variables. These are the estimates for the state-space



with no regimes. Standard errors are in parentheses. Units are quarterly, e.g. the consumption growth under regime 1 is 0.8566 × 4 = 3.42 % a year.



f (zt ) =



j



1 P r(St = j) √ exp 2π



'



1 (zj − µs(j) )2 2



(



The transition probabilities and the optimal inferences are related by the following pair of equations



ξt|t = ξt+1|t =



ξt|t−1 * ηt ! 1 (ξt|t−1 * ηt ) P ! ξt|t



where the ith entry of ξt|t is P r(St = i|z (t) ), the ith entry of ξt|t−1 is P r(St = i|z (t−1) ) and the ith ,j th entry of P is P r(St = i|St−1 = j). The ith entry of ηt is f (zt |st = j). The 80



Parameter µ∆c µπ Ω(s2 = 1)



Ω(s2 = 2)



φx



K



R



Estimate 0.8230 0.9267 0.1868 (0.0182) -0.0197 (0.0093) 0.1868 (0.0182) -0.1633 (0.0444) 0.5958 (0.1633) 0.2178 (0.1037) 0.2238 (0.0749) 0.1020 (0.0432) 0.9882 (0.1979) 0.1147 -



-0.0197 (0.0093) 0.0718 (0.0096) -0.1633 (0.0444) 0.2565 (0.0810) -0.0639 (0.0488) 1.0150 (0.0286) -0.0578 (0.0933) 0.4337 (0.0646) 0.0118 0.8853 (0.2136)



Table 14: ML Estimates for 2 state variables. These are the estimates for the state-space



with one regime in the variance-covariance matrix. Standard errors are in parentheses. Time units are quarterly.



operator * is entry by entry multiplication. An intuitive way of seeing the connection is to represent the underlying markov chain as a vector autoregression, letting ξt be a vector that equals (1, 0), (0, 1) when st = 1 and st = 2, respectively. Refer to Hamilton [45] for further details.



10.4.2



Gibbs-sampling



The key idea of Gibbs sampling relies in the following result which I prove subsequently. Consider a set of random variables y1 , y2 , ..., yn and their marginal distributions 81



Parameter µ∆c



Estimate 0.8230 0.9267 0.5649 0.1811 (0.0183) -0.0342 (0.0097) 0.1560 (0.0287) 0.0364 ( 0.7605) 0.7304 ( 0.8113) -1.0143 ( 2.0366) 0.1686 (0.1095) 0.0951 (0.0912) 0.4312 (0.2919)



µπ µ∆L Ω



φx



K



-0.0342 (0.0097) 0.0869 (0.0107) -0.0612 (0.0206) -0.1049 (0.0714) 1.0463 (0.0691) -0.1500 (0.1451) -0.0307 (0.0922) 0.4533 (0.1177) -0.1656 (0.1660)



0.1560 (0.0287) -0.0612 (0.0206) 0.7135 (0.0699) 0.4496 (0.5128) -0.3559 (0.5482) 1.1974 (1.2633) 0.0139 (0.0874) 0.0392 (0.0307) -0.0835 (0.1131)



Table 15: ML Estimates for 3 state variables, adding labor income growth. These



are the estimates for the state-space with no regimes. Standard errors are in parentheses. Units are quarterly, e.g. the consumption growth under regime 1 is 0.8566 × 4 = 3.42 % a year. The third variable is labor income growth. (m)



f (y1 |y2 , ..., yn ), f (y2 |y1 , y3 , ..., yn ), ...., f (yn |y1 , ..., yn−1 ). Denote yi



as the m realization (0)



(0)



(0)



of simulation. of f (yi |y1 , y2 , ..., yi−1 , yi+1 , ..., yn ). Starting with any y1 , y2 , ..., yn . 1. Cycle For i from 1 to L. (i)



(i−1)



, ..., yn



(i)



(i)



(i−1)



..., yn



)



(i)



(i)



(i)



(i−1)



(i−1)



Simulate y1 with f (y1 |y2



(i−1)



Simulate y2 with f (y2 |y1 , y2



)



(i−1)



Simulate y3 with f (y3 |y1 , y2 , y3



..., yn 82



)



.... (i)



(i)



(i)



(i−1)



(i)



Simulate yn with f (yi |y1 , y2 , ..., yn−1 , yn



)



2. Cycle For i from 1 to M (i)



(i−1)



, ..., yn



(i)



(i)



(i−1)



..., yn



)



(i)



(i)



(i)



(i−1)



(i−1)



(i)



(i)



(i)



Simulate and store y1 with f (y1 |y2



(i−1)



Simulate and store y2 with f (y2 |y1 , y2



)



(i−1)



Simulate and store y3 with f (y3 |y1 , y2 , y3



..., yn



)



.... (i)



(i−1)



Simulate and store yn with f (yi |y1 , y2 , ..., yn−1 , yn (i)



(i)



)



(i)



The claim is that y1 , y2 , ..., yn converges to y1 , y2 , ..., yn as i increases. Thus, the first part achieves the convergence, and the second part stores a sample of the (joint and marginal) distribution(s). I will now prove why the convergence is achieved. The case for two random variables is presented. The extension is not difficult. Thus, assume there are two random variables, x and y with conditional functions f (x|y) and f (y|x). Now let Zi = (xi yi )! where xi ∼ f (x|yi−1 ) and yi ∼ f (y|xi ). Note that Zi is a markov chain. The transition probability is derived as follows



P r(Zi+1 |Zi ) = f (xi+1 , yi+1 |xi , yi ) = f (yi+1 |xi+1 , yi , xi )f (xi+1 |yi , xi ) = f (yi+1 |xi+1 )f (xi+1 |yi ) Now consider f (zi ) = f (xi , yi ) we will prove it is the limit distribution of the markov chain. The limit distribution, if it exists, should satisfy the equation 83



f (xi+1 , yi+1 ) =



4



R



f (yi+1 |xi+1 )f (xi+1 |yi )f (xi , yi )dxi dyi



This defines a fixed-point problem T ϕ = ϕ in the metric space C[a, b] where T (f (xi , yi )) = 5 5 f (y |x )f (x |y )f (x , y )dx dy . If max f (yi+1 |xi+1 )f (xi+1 |yi )dxi dyi < 1 then i+1 i+1 i+1 i i i i i x i R R



T is a contracting operator and the solution is guarantee by the contraction mapping principle, as was to be proven. We briefly describe the actual implementation with the pseudo-code: Parameters µ(s0 ), µ(s1 ), Ω(s0 ), Ω(s1 ), φx , p and q Inputs ZT Latent variables: x and s. (s(t) indicates regime at time t) 1. Input priors. µ(s0 ), µ(s1 ) φx distribute normal. Ω(s0 ), Ω(s1 ) distribute Inverse Wishart p and q distribute beta. 2. Conditional on Ω(s0 ), Ω(s1 ) and φx obtain x 3. Conditional on x, z, Ω(st ), and s simulate µ(st ) using the equation zt+1 − xt = µ + #t+1 . 4. Conditional on x, z and s estimate φx using the equation xt+1 = φx xt + φx K#t+1



5. Conditional on x,z, µ(st ) simulate Ω(st ) using the equation zt+1 = µ(st ) + xt + #t+1 84



. 6. Conditional on x,z, µ(st ) simulate s using the equation zt+1 = µ(st ) + xt + #t+1 . 7. Conditional on s simulate transition probabilities p, q . 8. Go to 1. Run the cycle for L times to convergence. Run the cycle for M times storing the simulation.



10.4.3



Joint estimation



Here are the steps and details of the joint estimation. Recall the equations defining the prices of bonds and let N 1 = {n1 , ..., nN 1 } be the set of yields’ maturities measured exactly. While N 2 = {m1 , ..., mN 2 } is the set of yields measured with an error. The n1 , m1 , ... refer to different maturities. To illustrate let N 1 = 2 and N 2 = 2.



Y1t (xt , st ) = A1 + B1! xt + H1(st ) Y2t (xt , st ) = A2 + B2! xt + H2(st ) + ut



where
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(n1 )



Y1t (xt , st ) ≡ (yt



(n2 ) !



yt



)



A1(n1 ) ≡ (A(n1 )/n1 A(n2 )/n2 )! B1(n1 ) ≡ (B(n1 )/n1 B(n2 )/n2 ))! H1(st , n) ≡ (H(st , n1 )/n1 H(st , n2 )/n2 )! (m1 )



Y2t (xt , st ) ≡ (yt



(m2 ) !



yt



)



A2(n1 ) ≡ (A(m1 )/m1 A(m2 )/m2 )! B2(n1 ) ≡ (B(m1 )/m1 B(m2 )/m2 )! H2(st , n) ≡ (H(st , m1 )/m1 H(st , m2 )/m2 )! and ut distributes normally with parameters ((0



0)! , V ). This measurement error is



assumed to be independent from the shock # affecting the state-space. The state variables ˆ t −A1−H1(st )) where Y1 ˆ t are the observed are backed out as follows: xt (st ) = (B1)−1 (Y1 yields from the set N 1. The likelihood function is obtained relatively straightforward given the independence assumption of the shocks impinging the state-space and the measurements errors of the yields in N 2. More precisely,



f (Y1, Y2, Z) =



6t



10.4.4



i



P r(St = i|It−1 )f (#t |Zt , St , Y1t )g(ut |Y2t , St , )



The estimate of β and the constant population growth assumption



I have assumed that the population does not grow, i.e. it grows at a constant rate, nt = n = 0. One of the reasons I used this assumption is because population data is not very reliable, e.g. see the appendix in Piazzesi and Schneider [70]. Moreover, this has some implications for the estimation of β which I discuss briefly here. Consider then total



86



consumption Ct and population growth rate nt at time t, thus Lt = (1 + nt )Lt−1 where Lt is total population at time t. Thus, consumption per capita is then Ct /Lt . Then the logarithm of consumption per capita consumption growth is:



log



'



Ct+1 /Lt+1 Ct /Lt



(



= ∆ct+1 − log(1 + nt+1 )



To illustrate the point assume a log utility and consider the (log) Stochastic Discount Factor mt+1 with and without the population growth term, (1 + nt+1 ). Thus, we have:



log β − ∆ct+1 − log(1 + nt+1 )



log β − ∆ct+1 Then, the estimated β in this case is βEstimated = βTrue /(1 + nt ). Say that the real β (with quarters as a time unit) is 0.99 and the annual population growth is, say, 1%, then the estimated β is 0.9875(= 0.99/(1.0025)). So, estimates for β are somewhat biased downwards. Keeping in mind the effect might be useful for interpreting the results.



10.4.5



Further issues on φx



The challenge to measure φx is two fold. First, it comes from a relationship of unobservable variables. Second, it has crucial implications for the pricing of bonds and long term forecasts. Moreover, there are two additional questions I would like to delve into. Other priors to estimate φx The procedure I followed to estimate φx is splitting the system xt+1 = φx xt + K#t+1 as



87



two separate equations. Then using the Normal-Wishart prior and obtain the NormalWishart posterior. As it is done in practice the simulation of φx within the Gibbssampling is conditioned on the estimate φx having its eigenvalues strictly less than one. Some questions arise in this implementation. Is giving a very informative prior justified ex-ante ? Is the Normal-Wishart prior - posterior an adequate choice? What is an uninformative prior in this case ? How can the space of matrices with eigenvalues strictly less than one be characterized? Should matrices with eigenvectors bigger than 1 be considered in the prior ? A potential solution is to consider what Uhlig [80] suggests in the one dimensional case: Jeffrey’s prior, but it would have to be generalized to two dimensions. Is φx time invariant? A natural question is if φx is time invariant. If it is, estimating it would become more of a challenge, since conditioning on a regime less observations are available. The paper by Carter and Kohn [15] proposes a method to do so. A related challenge would be to solve for the value function and the prices of bonds. Thus, assume no other regimes other than one affecting φx (st ). Propose a solution for the value function of the form vt = a + ct + b(st )! xt . Then the expectation operator that appears in the recursive equation of value function is:



Et exp((1 − γ)(a + ct + µ∆c + e!1 (xt + #t+1 ) + b(st+1 )! φx (st )xt + b(st+1 )K#t+1 )) The use of the approximation exp(x) with 1 + x makes the solution seems feasible. To this approximation I would have to add the same approximation when solving for the prices of bonds. Thus, proceeding this way would necessarily imply to assess the error in the approximations. I do not discard the possibility of other approximations.
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10.5



Details on the excess return decomposition



Following the notation and assuming the state-space in the first appendix, I maintain the assumptions posited before. Analogous proofs can be derived for the specific state-space used in the paper.



(n)



Et (Mt+1 (HP Rt+1 ) − Rf )) = 0



(n)



(n)



Et (HP Rt+1 − Rf ) = −covt (Mt+1 , HP Rt+1 ))/Et (Mt+1 ) Lets get the cov component. To this end recall the following:



mt+1 = log β − γ∆ct+1 + (1 − γ)(a(1 − β −1 ) + b! (xt+1 − β −1 xt )) + (1 − γ)(f (s2,t+1 ) − β −1 f (s2,t )) − πt+1



(n)



hprt+1 = −A(n − 1) − B(n − 1)! xt+1 − F (s2,t+1 , n) − G(s1,t , n) + A(n) + B(n)! xt + F (s2,t , n) + G(s1,t , n)



Due to the law of iterated expectations and Stein’s lemma (applied twice)
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(n)



covt (emt+1 , ehprt+1 ) = (n) (n) P r(st+1 |st )Et (exp(mt+1 )|st+1 )Et (exp(hprt+1 )|st+1 )covt (mt+1 , hprt+1 |st+1 ) st+1



So we need to know all these expressions A



P r(st+1 |st ) = P r(s1,t+1 |s1,t )P r(s2,t+1 |s2,t ) B Et (exp(mt+1 )|st+1 ) = Et (exp(log β − γ∆ct+1 + (1 − γ)b! (K#t+1 − πt+1 ))|st+1 ) × exp((1 − γ)(a(1 − β −1 ) + b! (φx xt − β −1 xt )) + (1 − γ)(f (s2,t+1 ) − β −1 f (s2,t ))) = exp(η ! Ω(s2,t )η/2) exp(log β − γ(µ∆c + e!1 xt ) − µπ (s1,t ) − e!2 xt ) exp((1 − γ)(a(1 − β −1 ) + b! (φx xt − β −1 xt )))) exp((1 − γ)(f (s2,t+1 ) − β −1 f (s2,t ))) where η ! ≡ (−γe!1 − e!2 + (1 − γ)b! K). Note η elsewhere in the text might mean something else.
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C (n)



Et (hprt+1 |st+1 ) = −A(n − 1) − B(n − 1)! φx xt − F (s2,t+1 , n − 1) − G(s1,t , n − 1) + A(n) + B(n)! xt + F (s2,t , n) + G(s1,t , n)



D (n)



covt (mt+1 , hprt+1 |st+1 ), splits in following 3 components: D.1 (n)



covt (−γ∆ct+1 , hprt+1 |st+1 ) = γe!1 Ω(s2,t )K ! B(n − 1) D.2 (n)



covt ((1 − γ)b! (xt+1 ), hprt+1 |st+1 ) = −(1 − γ)b! KΩ(s3,t )K ! B(n − 1) D.3 (n)



covt (−πt+1 , hprt+1 |st+1 ) = e!2 Ω(s3,t )K ! B(n − 1) These are all the results we need to obtain a formula in terms of the estimated parameters.



10.6



The ψ (= 1 case



An assumption that I have used in the paper is to have the intertemporal elasticity of substitution ψ equal to one. This not only simplifies the formulas but also sidesteps the issue of estimating the wealth. To obtain the value function I could use the approximation 91



in Hansen, Heaton and Li [48] to solve for the value function. Also, I would have to approximate when solving for the prices of bonds. Finally, wealth, an unobservable variable, would have to be estimated. To solve this problem I could use the estimations of Lettau and Ludvigson [60]. Another natural estimation is to sue the information of the yields to back out the wealth process. It would have to be compared with other estimates.
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