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PAPER



Special Section on Multi-dimensional Mobile Information Networks



Fair-Eﬃcient Guard Bandwidth Coeﬃcients Selection in Call Admission Control for Mobile Multimedia Communications Using Framework of Game Theory Jenjoab VIRAPANICHAROEN†a) , Student Member and Watit BENJAPOLAKUL† , Member



SUMMARY Call admission control (CAC) plays a significant role in providing the eﬃcient use of the limited bandwidth and the desired qualityof-service (QoS) in mobile multimedia communications. As eﬃciency is an important performance issue for CAC in the mobile networks with multimedia services, the concept of fairness among services should also be considered. Game theory provides an appropriate framework for formulating such fair and eﬃcient CAC problem. Thus, in this paper, a framework based on game theory (both of noncooperative and cooperative games) is proposed to select fair-eﬃcient guard bandwidth coeﬃcients of the CAC scheme for the asymmetrical traﬃc case in mobile multimedia communications. The proposed game theoretic framework provides fairness and eﬃciency in the aspects of bandwidth utilization and QoS for multiple classes of traﬃc, and also guarantees the proper priority mechanism. Call classes are viewed as the players of a game. Utility function of the player is defined to be of two types, the bandwidth utilization and the weighted sum of new call accepting probability and handoﬀ succeeding probability. The numerical results show that, for both types of the utility function, there is a unique equilibrium point of the noncooperative game for any given oﬀered load. For the cooperative game, the arbitration schemes for the interpersonal comparisons of utility and the bargaining problem are investigated. The results also indicate that, for both types of the utility function, the Nash solution with the origin (0,0) as the starting point of the bargaining problem can achieve higher total utility than the previous CAC scheme while at the same time providing fairness by satisfying a set of fairness axioms. Since the Nash solution is determined from the domain of the Pareto boundary, the way to generate the Pareto boundary is also provided. Therefore, the Nash solution can be obtained easily. key words: call admission control, game theory, noncooperative game, cooperative game, guard bandwidth



1.



Introduction



The next generation of mobile communications systems (e.g., Universal Mobile Telecommunication System UMTS [1]) is expected to support multimedia applications with diﬀerent classes of traﬃc e.g., voice and video telephony, high-speed Internet-access, etc. Each class of traffic is distinguished from others by its data rate and QoS requirement. The rising demand for mobile communication services is increasing the importance of resource management for the eﬃcient use of the limited frequency spectrum. CAC is one of the resource management schemes, which Manuscript received November 1, 2004. Manuscript revised January 21, 2005. Final manuscript received March 3, 2005. † The authors are with the Department of Electrical Engineering, Faculty of Engineering, Chulalongkorn University, Bangkok, 10330 Thailand. a) E-mail: [email protected] DOI: 10.1093/ietfec/e88–a.7.1869



limits the number of call connections into the network in order to reduce the network congestion and call blocking. Call requests can be classified into new calls and handoﬀ calls. Because users are more sensitive to handoﬀ failure than to new call blocking, handoﬀ call requests are normally assigned higher priority over new call requests. The objective of CAC is to maximize the utilization of resource (e.g., frequency spectrum in wireless systems) as long as the required QoSs for all calls are guaranteed. CAC schemes can be classified into 2 categories. In the first category, it is assumed that the cell capacity of the system with given frequency bandwidth is time-invariant [2]–[4]. In this type of CAC, call admission is based on the cell loading represented by the occupied capacity. This type of CAC is simple and suﬃcient for frequency-division multiple-access (FDMA) or time-division multiple-access (TDMA). For the second category, there is no single fixed value for the capacity. The capacity of the cell is limited by the amount of the interference in the air interface. The less the interference comes from the neighbouring cells, the more the channels are available in the middle cell. Thus, this type of CAC is appropriate for code-division multiple-access (CDMA) systems. Some of these CAC schemes are based on the QoS parameters such as the signal-to-interference ratio (SIR) [5]– [8]. An important issue in mobile multimedia communications is to cope with the traﬃc asymmetry between uplink and downlink [9]. A good approach to solve this problem is the asymmetrical bandwidth allocation in a cell to the uplink and downlink. CDMA systems with time-division duplex mode (CDMA/TDD systems) is an example where the number of uplink time slots in a frame can diﬀer from that of downlink [9], [10]. With regard to CAC schemes in the first category, the concept of guard bandwidth is introduced to give priority level among diﬀerent call classes [2], [3]. When a call request is coming into the system, the guard bandwidth is an additional amount of bandwidth, apart from the bandwidth requirement of that call request, which must be preserved for serving call requests with higher priority. That is, the CAC scheme accepts a call request if and only if the available bandwidth in the cell is not less than the sum of the guard bandwidth of that call request and the bandwidth required by that call request. The lower the priority of a call request is, the larger its amount of guard bandwidth becomes. Hence, the performance of a priority mechanism
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depends highly on the amount of guard bandwidth. Taking into account the traﬃc asymmetry, [3] has suggested an advanced CAC scheme that uses a simplified method for adaptive control of guard bandwidth for each class of multimedia traﬃc. The uplink and downlink guard bandwidths for each class call are set so as to be proportional to the total uplink and downlink bandwidth requirement of the class calls with higher priority, with a guard bandwidth coeﬃcient. This scheme guarantees the priority of handoﬀ call requests over new calls requests within a service class. A call can be admitted only when the resources of both uplink and downlink are suﬃcient. While eﬃciency is an important performance issue of CAC in the mobile networks with multiple classes of service, the issue of fairness also has new prominence. Diverse service characteristics can result in a very unfair resource allocation unless the fairness issue is considered explicitly at the design stage. Thus, there is a need for a framework in CAC that eﬃciently utilizes network resources while at the same time being fair to the various supporting call classes. The game theory provides the most appropriate framework for this fair and eﬃcient CAC problem in that, it explicitly considers eﬃciency through the notion of Pareto optimality and fairness by the concept of equilibrium point and arbitration scheme. Reference [11] has proposed a cooperative game-theoretical framework for synthesis and analysis of fair-eﬃcient call admission controls for multiservice connection-oriented networks. Due to the computational complexity of the optimal policies, [11] also analyzed whether some simplified policies can be used to achieve fairness objectives of the arbitration schemes. The analysis demonstrated that the trunk reservation and dynamic trunk reservation policies can provide results close to the optimal solutions in terms of the eﬃciency and fairness. For the wireless Asynchronous Transfer Mode (ATM) networks, [12] has presented an optimal resource allocation scheme with handoﬀ priority based on the cooperative game theory. The two types of calls, new calls and handoﬀ calls, are viewed as two players of a cooperative game. The problem is modeled as a two-person arbitration problem. Only the Modified-Thomson scheme is used to solve for an optimal solution. This scheme requires pre-calculation of allocation policies for each state so the evaluation of optimal allocation for the large scale networks will become intractable due to the large state and policy spaces. Also, it does not consider multimedia services. Game theory can also be applied to the Internet pricing problem between Internet service provider (ISP) and the user. Reference [13] has proposed the use of the cooperative game approach to the Internet pricing problem. With this approach, the fair and eﬃcient solution can be obtained for both the ISP and the user. Utility function, a concept originally used in economics, represents the amount of satisfaction of a player toward the outcome of the game. It is assumed that the higher the value of the utility the higher satisfaction of the player for that outcome. The concept of utility function has been brought into wireless network research [14]–[18]. In



order to develop a power control scheme for data users, [14] have formulated a utility function to determine the user’s satisfaction from using the network. [15] has suggested a utility function for the adaptive QoS model in wireless networks. Recently, [16] has proposed a robust utility function for wireless data resource management which can be applied to a wide variety of practical situations. In [3], CAC serves two classes of traﬃc in which class 0 calls have higher priority than class 1 calls. However, there is no study that focused on the problem of fair distribution of bandwidth utilization and QoS between two classes. Thus, the optimal guard bandwidth coeﬃcients are selected on the basis of observation. In this paper, a framework based on game theory (both of noncooperative and cooperative games) is proposed to select fair-eﬃcient guard bandwidth coeﬃcients of the CAC scheme for the asymmetrical traﬃc case in mobile multimedia communications [3]. The proposed game theoretic framework provides fairness and eﬃciency in the aspects of bandwidth utilization and qualityof-services (QoS) for multiple classes of traﬃc, and also guarantees the proper priority mechanism. The eﬃciency is provided by the Pareto optimality requirement while fairness is achieved by satisfying the concept of equilibrium point and arbitration scheme. Call classes are viewed as the players of a game. The utility function under consideration in this paper is defined to be of two types. In the first type, the utility function of each player is the bandwidth utilization of the corresponding call class [17]. For the second type, taking into account the QoS of the call class, the utility function of each player is the weighted sum of new call accepting probability and handoﬀ succeeding probability of the corresponding call class [18]. In particular, one can select CAC characteristics that fit the preference requirements by choosing diﬀerent types of utility function. The numerical results show that, for both types of utility function, there is a unique equilibrium point of the noncooperative game for any given oﬀered load. For the cooperative game, the arbitration schemes for the interpersonal comparisons of utility and the bargaining problem are investigated. The equilibrium point is similar to the solutions of the cooperative game, which are obtained from the arbitration schemes for the interpersonal comparisons of utility and the bargaining problem with the maximin values as the starting point. The results also indicate that, for both types of the utility function, the total utility of the Nash solution with the origin (0,0) as the starting point of the bargaining problem is greater than or equal to that of the previous control method [3] throughout the load levels (most are greater) while at the same time providing fairness by satisfying a set of fairness axioms. Since the Nash solution of the bargaining problem is determined from the domain of the Pareto boundary, the way to generate the Pareto boundary is also presented. As a result, the Nash solution can be obtained easily. The remainder of this paper is organized as follows. In Sect. 2, the fundamental concepts of game theory are briefly reviewed. Section 3 describes the system model and the
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CAC scheme under consideration in this paper. In Sect. 4, the proposed game theoretic framework for fair and eﬃcient CAC problem between 2 classes of traﬃc is presented. Section 5 presents some numerical results with discussion. In the final section, this paper is concluded and the future studies involving the game theoretic framework are indicated. 2.



have complete freedom of preplay communication to make joint binding agreements. This situation is somewhat analogous to a conflict resolved by an arbiter, hence, the choice of name “arbitration scheme”. It can be observed that the arbitration scheme fits very well in the context of CAC problem where the network control mechanism can be viewed as an arbiter trying to satisfy the requirements of all call classes.



Noncooperative and Cooperative Games 2.2.1 Arbitration Schemes : Bargaining Problem



In this section, the important concepts of noncooperative game and cooperative game theories are presented. To simplify the presentation, let us consider a game with two players. For details, the reader is referred to the book by Luce, Raiﬀa, and Myerson [19], [20]. 2.1 Two-Person Noncooperative Games Consider a two-person game with a finite number of pure strategies. Denote the players by player 1 and player 2, their respective strategy sets by A = {x1 , x2 , · · · , xm } and B = {y1 , y2 , · · · , yn } the outcome associated with (xi , y j ) by Oi j . The number m and n denote the numbers of strategies available to player 1 and player 2, respectively. It is assumed that each player has preferences among mixtures of outcomes which lead to a linear utility function; let ui j denotes the utility of outcome Oi j for player 1, and vi j for player 2. Thus, the outcome Oi j can be replaced by their utilities (ui j , vi j ). Matrix representation is useful for representing twoperson game with finite number of pure strategies. Player 1’s strategies are indexed by rows and player 2’s strategies are indexed by columns. Each entry is the utility vector (ui j , vi j ) corresponding to the strategies (xi , y j ). For the noncooperative game, no preplay communication is permitted between the players. In the case of CAC problem, this means that each call class determines its own CAC parameters freely without imposition from the network operator. • Equilibrium Point - The pair of strategies (xi0 , y j0 ) are said to be in equilibrium if it satisfies the following conditions. i. No outcome Oi j0 is preferred to Oi0 j0 by player 1 (max ui j0 = ui0 j0 ).



The set of all possible outcomes is termed the cooperative payoﬀ region. Suppose that the cooperative payoﬀ region of a game is Z of the form shown in Fig. 1. Z is bounded, convex and closed. The utilities of player 1 and player 2 are denoted by u and v, respectively. In a bargaining problem, the two players are called bargainers. They work on the cooperative payoﬀ region Z. The problem that the two bargainers face is to negotiate for a fair point on this convex set as the outcome. A point (u, v) in Z is said to be jointly dominated by a diﬀerent point (u , v ) in Z if u > u and v ≥ v, or u ≥ u and v > v. Clearly, the bargainers can be expected, if they are rational, to confine their attention to the jointly undominated outcomes, which in this case form the darker line a, b, c, d in Z shown in Fig. 1. These undominated outcomes are called the Pareto boundary of Z. If no agreement can be reached by the two bargainers, one particular point z0 = (u0 , v0 ) ∈ Z, called the starting point of the bargaining problem, will be the outcome of the game. The starting point can be interpreted as a pre-game assumption that the solution point z∗ = (u∗ , v∗ ) cannot be worse than the starting point (z∗ ≥ z0 ). The starting point can limit the bargaining domain as shown in Fig. 1. In general, the maximin values for the players are chosen as the starting point of the bargaining problem. Such a bargaining problem is denoted as (Z, z0 ). The fair point chosen by the two players is called the arbitrated solution to the problem.  Let ξ = (Z, z0 ) Z ⊂ 2 denote the set of bargaining problem. The arbitration scheme which maps a typical bargaining problem into an arbitrated solution, M : ξ → 2 ,



i



ii. No outcome Oi0 j is preferred to Oi0 j0 by player 2 (max vi0 j = vi0 j0 ). j



• Security level - Security level of strategy xi for player 1 is the least utility that he can receive from the strategy xi choice, which is min ui j . The maximin value j



for player 1 is the maximum security level for player 1 max(min ui j ). The strategy which attains the maximin i



j



value is called maximin strategy. 2.2 Two-Person Cooperative Games A cooperative game is meant a game in which the players



Fig. 1 Cooperative payoﬀ region Z, the Pareto boundary and the line of constant relative advantage.
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can be determined from the set of fairness axioms. Nash arbitration scheme satisfies the four fairness axioms as follows. • M satisfies the symmetry axiom: if Z is symmetric with respect to the axis u = v and u0 = v0 then u∗ = v∗ . • M(Z, z0 ) is Pareto optimal. • M satisfies the linearity axiom: if φ is any linear functions defined by φ : 2 → 2 , φ ((u, v)) = {(au + b, cv + d) : a, c > 0} then M(φ(Z), φ(z0 )) = φ(M(Z, z0 )). • M satisfies the irrelevant alternatives axiom: if Y ⊂ Z, (Y, z0 ) ∈ ξ, and M(Z, z0 ) ∈ Y then M(Z, z0 ) = M(Y, z0 ). The Nash solution is to maximize the product of players’ utilities as follows: u∗ , v∗ = arg max[(u − u0 )(v − v0 )]



(1)



(u,v)∈Z



where (u∗ , v∗ ) is the Nash solution of the bargaining problem (Z, z0 ). 2.2.2 Arbitration Schemes : The Case of Meaningful Interpersonal Comparisons of Utility In the context of meaningful interpersonal comparisons, Raiﬀa has oﬀered an arbitration scheme which deals directly with the cooperative game and is independent on Nash solution of the bargaining problem. Suppose the cooperative payoﬀ region Z as shown in Fig. 1. To find the arbitrated solution e, one proceeds as follows. For each strategy pair (x, y), the utilities of player 1 and player 2 are u(x, y) and v(x, y), respectively. The relative advantage to player 1, d(x, y) = u(x, y)−v(x, y). There exists a value q and optimal strategies x and y , and u(x , y) − v(x , y) ≥ q, ∀y



(2)



u(x, y ) − v(x, y ) ≤ q, ∀x



(3)



On the contour line of constant relative advantage, i.e., the locus of points (u, v) such that u − v = q, find the point of intersection with the boundary of Z in the northeast region. If this boundary point is Pareto optimal, as e in Fig. 1, then this is the arbitrated solution; if it is not Pareto optimal, proceed along the boundary in a northeasterly direction from this point of intersection until a Pareto optimal is reached, then the arbitrated solution is found. It can be observed that (q, −q) is the equilibrium point of the two-person zero-sum game where the utilities of player 1 and player 2 are u(x, y) − v(x, y) and v(x, y) − u(x, y), respectively. This equilibrium point corresponds to the equilibrium strategies (x , y ). This means that the players first engage in a strictly competitive game of relative advantage. After it is resolved, they cooperate fully to increase their utilities as much as possible while preserving the relative advantage.



3.



System Model and Call Admission Control



It is assumed that the cell has a fixed amount of capacity (bandwidth) which is measured in bits per second (bps). When traﬃc asymmetry is considered, uplink and downlink are denoted by up and dw (either superscripts or subscripts), respectively. Two types of calls share the bandwidth of the cell: new calls and handoﬀ calls which are denoted by n and h, respectively. 3.1 System Model Calls arriving at the cell are partitioned into L separate classes. Activity factor is the percentage of time that a call is present in the channel in either uplink or downlink. During a connection, a class i call alternates between active state and dormant state according to the uplink and downlink acup tivity factors of class i call, denoted by αi and αdw i , respectively. The uplink (downlink) activity factor can be obtained from the ratio of the average amount of time which the call spends in active state to the average amount of time which the call spends to connect for an uplink (downlink) channel. With this model, the information rate of a call varies dw according to its state. Let Rup i and Ri denote the uplink and downlink information rate of a class i call in active state, respectively. The uplink and downlink eﬀective bandwidth, dw denoted by Bup i and Bi , are defined as the average values of uplink and downlink bandwidth required during the call. up dw dw = αup = αdw A call request Hence, Bup i Ri . up i i Ri and Bi with class i, if admitted, is allocated with Bi and Bdw i for uplink and downlink, respectively. The classes are indexed in a decreasing order according to the priority mechanism, such that if i < j, class i calls has higher priority than class j calls in call admission. In addition, it is assumed that a handoﬀ call, regardless of its class, has higher priority than new calls of any class. A cellular system consists of several cells. It is assumed that the overall system is homogeneous and in statistical equilibrium. For a homogeneous system, any cell is statistically the same as any other cell. Thus, for each class, the mean handoﬀ arrival rate to a cell should be equal to the mean handoﬀ departure rate from the cell. With this observation, the system performance can be evaluated by analyzing the performance of one cell [3]. There are three significant parameters in a traﬃc model: call arrival process, call holding time and cell dwell time. To make the Markov model tractable in the analytical section, the following assumptions are defined. It is assumed that the arrival process of new calls in the cell follows Poisson process. The average arrival rates of new calls with class i, 0 ≤ i ≤ L − 1, are denoted by Λi . It is assumed that the cell dwell time of class i calls has an exponential distribution with mean 1/νi . It is also assumed that the service time of class i calls is exponentially distributed but with mean 1/µi . According to above assumptions, the arrival process of handoﬀ calls from adjacent cells follows
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Poisson process. The average arrival rate of class i handoﬀ calls is denoted by λi . The call holding time is equal to the lesser value between cell dwell time and service time. Consequently, the call holding time of class i calls is exponential distributed with mean T i , where T i = 1/(νi + µi ).



Gup n, j



  L−1 j−1    up up   =  λk T k Bk + Λi T i Bi  ∆ j .



Gdw n, j



  L−1 j−1    dw dw  =  λk T k Bk + Λi T i Bi  ∆ j . k=0



3.2 Call Admission Control The call admission control scheme will be described by focusing on a typical cell. Uplink and downlink bandwidths in a cell are denoted by Wup and Wdw , respectively. The system state can be defined by a row vector s



(8)



i=0



k=0



(9)



i=0



The available uplink and downlink bandwidth when the system is in state s, denoted by Rup (s) and Rdw (s), are expressed as follows Rup (s) = Wup −



L−1 



nk Bup k



(10)



nk Bdw k



(11)



k=0



s = (n0 , n1 , . . . , nL−1 ).



(4)



where n j (0 ≤ j ≤ L − 1) denotes the number of class j calls in progress within the cell. Consequently, the state-space of all feasible states, denoted by S, is defined as follows    L−1      up   n B ≤ W S = s : k up   k    k=0   L−1     dw and  nk Bk ≤ Wdw  (5)   k=0



According to the concept of guard bandwidth, the CAC scheme accepts a class i handoﬀ call if and only if the available uplink (downlink) bandwidth in the cell is not less than the sum of uplink (downlink) guard bandwidth of class i handoﬀ call and uplink (downlink) bandwidth required by class i call. Similarly, a class i new call is accepted if and only if the available uplink (downlink) bandwidth in the cell is not less than the sum of uplink (downlink) guard bandwidth of class i new call and uplink (downlink) bandwidth up required by class i call. Let Gh, j and Gdw h, j denote uplink and downlink guard bandwidth of class j handoﬀ calls, respectively. Since class i calls has higher priority than class j calls dw if i < j, Gup h, j and G h, j are defined as Gup h, j



  j−1   up =  λk T k Bk  ∆ j .



(6)



k=0



Gdw h, j



  j−1    ∆ j . =  λk T k Bdw k  



(7)



k=0



dw where λk T k Bup k and λk T k Bk are the uplink and downlink average bandwidth requirements of class k handoﬀ calls. Gup h, j and Gdw h, j are set so as to be proportional to the total uplink and downlink bandwidth requirement of handoﬀ calls with higher priority than class j handoﬀ calls, with the guard bandwidth coeﬃcient ∆ j (0 ≤ ∆ j ≤ 1). Next, recall that class j new calls have lower priority than all handoﬀ calls and class i new calls, such that i < j. The uplink and downlink guard bandwidth size of class j dw new calls, denoted by Gup n, j and G n, j , are defined as follows:



Rdw (s) = Wdw −



L−1  k=0



When a class j call request including handoﬀ call and new call arrives at the cell in state s, the CAC scheme decides whether to admit or reject the call request. The CAC scheme accepts a class j new call if and only if up dw dw Rup (s) − Gup n, j ≥ B j and Rdw (s) − G n, j ≥ B j . Similarly, the CAC scheme admits a class j handoﬀ call if and only if up dw dw Rup (s) − Gup h, j ≥ B j and Rdw (s) − G h, j ≥ B j . The performance measures which are focused are the bandwidth utilization, the handoﬀ failure probability, the new call blocking probability, and the QoS metric. The bandwidth utilization, the handoﬀ failure probability, and the new call blocking probability can be computed from the stationary probabilities of the system states. The stationary probabilities can be solved from the global balance equations. For details about the calculation, the readers are referred to [3]. Let U j denote the bandwidth utilization of class j calls. The QoS metric is defined as a weighted sum of new call blocking probability and handoﬀ failure probability [21]. Let Pn, j and Ph, j denote the new call blocking probability and the handoﬀ failure probability of class j calls, respectively. Then, the QoS metric of class j calls, Pb, j , is defined as follows: Pb, j = γPn, j + βPh, j



(12)



where γ and β are constants that denote the penalty associated with rejecting new calls and handoﬀ calls, respectively, (γ + β = 1), with β > γ to reflect the higher cost of blocking a handoﬀ call. In this paper, γ is set to 1/3 and β is set to 2/3 which means the important of handoﬀ calls is treated as twice of that of new calls. 4.



Proposed Game Theoretic Framework for Fair and Eﬃcient CAC Problem



Although the game theoretic framework can be applied to CAC with arbitrary number of call classes, for eﬀective description of the application here, the examples with only two classes of traﬃc are presented. Fair and eﬃcient CAC problem between 2 classes of traﬃc can be modeled as a twoperson game with a finite number of pure strategies. Class 0
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calls and class 1 calls are viewed as two players of a game. Let u and v denote the utilities of player 1 and player 2, respectively. The utility function of a player is defined to be of two types. First, the utility functions of player 1 and player 2 are expressed in terms of bandwidth utilization of class 0 calls and class 1 calls, respectively. As mentioned before, the utility function models the player’s preference for the outcome of the game. It can be seen that, when the QoS metric increases, the level of player satisfaction decreases, so the utility of the player also decreases. Hence, for the second type of the utility function, the utility functions of player 1 and player 2 are expressed in terms of weighted sum of new call accepting probability and handoﬀ succeeding probability (1 - QoS metric) of class 0 calls and class 1 calls, respectively. The set of strategies for each player is the set of guard bandwidth coeﬃcient values ∆i of that player. The smaller ∆i implies that the narrower guard bandwidth results in the higher frequency eﬃciency in the system. However, if ∆i is set to an extremely small value, the proper priority mechanism may not be guaranteed (handoﬀ failure probability of class 0 calls becomes higher than that of class 1 calls). Accordingly, both strategy sets for player 1 and player 2 start with the same smallest coeﬃcient value in which, when ∆0 and ∆1 are set to this value, the proper priority mechanism can be guaranteed. From the concept of the cooperative game, the solutions of the arbitration schemes must be on the Pareto boundary. Thus, the final coeﬃcient values of the strategy sets are determined from the coeﬃcient values corresponding to the end points of the Pareto boundary. An approach for the Pareto boundary generation will be described in the next section. Note that the relationship between both types of the utility functions (bandwidth utilization, weighted sum of new call accepting probability and handoﬀ succeeding probability) and the strategies (∆0 , ∆1 ) cannot be explicitly shown but this relationship can be shown graphically by using game theoretic framework as described in the next section. For the noncooperative game, the solution is the equilibrium point. For the cooperative game, the solutions are determined from the arbitration schemes for the interpersonal comparisons of utility and the bargaining problem.



Link Information rate, R Activity Factor, α Eﬀective Bandwidth, B Mean Call Duration Mean Cell Dwell Time Priority Service Example



Table 1 Traﬃc model. Class 0 Call Class 1 Call Uplink Downlink Uplink Downlink 16 kbps 16 kbps 64 kbps 384 kbps 0.5 8 kbps



0.5 8 kbps



0.00285 182.4 bps



0.015 5.76 kbps



120 sec



3,000 sec



300 sec



1,200 sec



Higher Voice



Lower Multimedia Traﬃc



Fig. 2 Cooperative payoﬀ region and the solutions of cooperative game, the solution of noncooperative game when the utility function is defined as the bandwidth utilization and Λ = 0.8.



metry between uplink and downlink, the system with AB strategy will outperform that with SB strategy. It can be observed that the handoﬀ failure probability and the new call blocking probability with AB strategy are much lower than those with SB strategy [3]. Moreover, the system with AB strategy can achieve much higher total utilization than that with SB strategy. Therefore, AB strategy is tested in this paper. 5.2 Results



5.



Numerical Examples and Discussions



5.1 Traﬃc Model There are two classes of traﬃc. The nominal parameter values used in this section are based on [3] and are listed in Table 1. New calls arrive according to Poisson process with arrival rate Λ. A new call is randomly determined as a class 0 call with probability 0.85, or class 1 call with probability 0.15. For another nominal value of parameter, 4 Mbps of total bandwidth (i.e., capacity) is assumed in a cell. This bandwidth is shared by uplink and downlink with two strategies, symmetric bandwidth (SB) allocation (Wup = Wdw = 2 Mbps) and asymmetric bandwidth (AB) allocation (Wup = 1.3 Mbps, Wdw = 2.7 Mbps). When there is traﬃc asym-



Let us first consider the two-person game in which the utility function is defined as the bandwidth utilization. To examine the results based on the proposed framework of game theory, player 1’s utility and player 2’s utility with AB strategy at the new call arrival rate Λ = 0.8 are plotted in the utility space shown in Fig. 2. These points form a cooperative payoﬀ region which is bounded, convex and closed (denoted by Z). When ∆0 and ∆1 are set to an equal value which is less than 0.02, the proper priority mechanism cannot be guaranteed (handoﬀ failure probability of class 0 calls becomes larger than that of class 1 calls). Thus, the value 0.02 is chosen as the starting coeﬃcient values of the strategy sets for player 1 and player 2. For each ∆0 , player 2 can respond with diﬀerent ∆1 in his strategy set, leading to a curve on the
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utility space. Ten such curves are plotted with the solid lines in Fig. 2, corresponding to ∆0 ∈ [0.02, 0.11] (with increasing step of 0.01), respectively. From the results, it can be found that the utilities of player 1 and player 2 remain stable when ∆0 = 0.02, ∆1 > 0.11 and ∆0 > 0.11, ∆1 = 0.02, respectively. Hence, it can be observed that the Pareto boundary is the line connecting the points which correspond to ∆0 ∈ [0.02, 0.11] , ∆1 = 0.02 (the upper dotted line) and ∆0 = 0.02, ∆1 ∈ [0.02, 0.11]. As a result, ∆0 = 0.11 and ∆1 = 0.11 correspond to the end points of the Pareto boundary, so they are picked up as the final coeﬃcient values of the player 1’s and the player 2’s strategy sets, respectively. Using matrix representation for representing this game and from the concept of equilibrium point, it can be found that the equilibrium point of the noncooperative game is the circled point in Fig. 2. This point corresponds to the coeﬃcient values ∆0 = 0.02, ∆1 = 0.02, in which max u(∆0 , 0.02) = u(0.02, 0.02) and max v(0.02, ∆1 ) = ∆0



∆1



v(0.02, 0.02). Note that even if the uniqueness of the equilibrium point is not generally guaranteed in noncooperative game, this game has only one equilibrium point. This can be demonstrated by using the process of elimination of strongly dominated strategies [20]. (Strongly dominated strategy for a player is the strategy that can never be a best response for that player, no matter what he may believe about the other players’s strategies. This fact suggest that eliminating a strongly dominated strategy for a player should not eﬀect the analysis of the game, because that player would never use this strategy.) It can be found that after all strongly dominated strategies have been eliminated from the game, ∆0 = 0.02, ∆1 = 0.02 remain the only pair of strategies that are not strongly dominated by other strategies. That is, ∆0 = 0.02, ∆1 = 0.02 are the only pair of strategies that the players should do in this game. Hence, there is only one pair of equilibrium strategies which are ∆0 = 0.02, ∆1 = 0.02. It can be observed that the equilibrium strategies are the minimum coeﬃcient values in the player 1’s and the player 2’s strategy sets because each player tries to minimize his coeﬃcient value in order to maximize his utility (bandwidth utilization). For the cooperative game with the interpersonal comparisons of utility, the relative advantage to player 1, d(∆0 , ∆1 ) = u(∆0 , ∆1 ) − v(∆0 , ∆1 ), is computed for each strategy pair (∆0 , ∆1 ). Then, the strategies ∆0 , ∆1 and value q which satisfy u(∆0 , ∆1 ) − v(∆0 , ∆1 ) ≥ q, ∀∆1 and u(∆0 , ∆1 ) − v(∆0 , ∆1 ) ≤ q, ∀∆0 are determined. It can be found that ∆0 , ∆1 , and q are 0.02, 0.02, and d(0.02, 0.02), respectively. The arbitrated solution is the point of intersection between the contour line of constant relative advantage (u − v = q) and the Pareto boundary, which is also the circled point in Fig. 2. For the cooperative game with the bargaining problem, the starting point is picked up as the outcome if the negotiation fails. Thus, there seem to be two natural ways of choosing the starting point. The first one is to pick up the maximin values of both players as the starting point of the bargaining problem. The



other way is to choose the origin (0,0) as the starting point. This may happen when either player 1 or player 2 thinks that the Nash solution with the origin (0,0) as the starting point can achieve fairer and better solution. From the concept of the maximin values, it is found that the maximin values of this game are the same as the equilibrium point which corresponds to the coeﬃcient values ∆0 = 0.02 and ∆1 = 0.02. Thus, arg max(min u(∆0 , ∆1 )) = 0.02 and ∆0



∆1



arg max(min v(∆0 , ∆1 )) = 0.02. Since the maximin values ∆1



∆0



are on the Pareto boundary, the Nash solution with the maximin values as the starting point is exactly the maximin values. Let (u∗ , v∗ ) denote the Nash solution. With the origin (0,0) as the starting point, the Nash solution is shown as the squared point in Fig. 2. This point corresponds to the coeﬃcient values ∆0 = 0.02, ∆1 = 0.03. From the concept of Nash bargaining solution [20], the hyperbola   (u, v) ∈ 2 | uv = u∗ v∗ is tangent to Z at this squared point as shown in Fig. 2. Next, consider the two-person game in which the utility function is defined as the weighted sum of new call accepting probability and handoﬀ succeeding probability. The results can be analyzed in the similar way as those when the utility function is defined as the bandwidth utilization. The utilities of player 1 and player 2 with AB strategy at the new call arrival rate Λ = 0.8 form a cooperative payoﬀ region (denoted by Z) as shown in Fig. 3. The starting coeﬃcient values of the strategy sets for player 1 and player 2, similar to those of the game with the first type of utility function, are 0.02. For each of ∆0 from 0.02 to 0.09 (with increasing step of 0.01), player 2 responds with diﬀerent ∆1 in his strategy set, leading to eight curves on the utility space as shown in Fig. 3 (the solid lines). From the results, it can be found that the utilities of player 1 and player 2 remain stable when ∆0 = 0.02, ∆1 > 0.11 and ∆0 > 0.09, ∆1 = 0.02, respectively. Hence, it can be observed that the Pareto boundary is the line connecting the points which correspond to ∆0 ∈ [0.02, 0.09] , ∆1 = 0.02 (the upper dotted line) and ∆0 = 0.02, ∆1 ∈ [0.02, 0.11]. As a result, ∆0 = 0.09, and ∆1 = 0.11, correspond to the end points of the Pareto boundary so they are picked up as the final coeﬃcient values of the player 1’s and the player 2’s strategy sets, respectively. Using matrix representation for representing this game as the game with the first type of utility and from the concept of equilibrium point, it can be found that equilibrium point of the noncooperative game is the circled point in Fig. 3 which corresponds to the coeﬃcient values ∆0 = 0.02, ∆1 = 0.02. Note that there is only one equilibrium point in this game with the same reason as the game with the first type of utility. For the cooperative game with the interpersonal comparisons of utility, the strategies ∆0 , ∆1 and value q which satisfy u(∆0 , ∆1 ) − v(∆0 , ∆1 ) ≥ q, ∀∆1 and u(∆0 , ∆1 ) − v(∆0 , ∆1 ) ≤ q, ∀∆0 can be determined to be 0.02, 0.02 and d(0.02, 0.02), respectively. The arbitrated solution which is the point of intersection between the contour line of constant relative advantage (u−v = q) and the Pareto bound-
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Fig. 3 Cooperative payoﬀ region and the solutions of cooperative game, the solution of noncooperative game when the utility function is defined as the weighted sum of new call accepting probability and handoﬀ succeeding probability and Λ = 0.8.



ary is also the circled point in Fig. 3. From the concept of the maximin values, it is found that the maximin values of this game are the same as the equilibrium point which is on the Pareto boundary. Thus, for the cooperative game with the bargaining problem, the Nash solution with the maximin values as the starting point is exactly the maximin values. With the origin (0,0) as the starting point, the Nash solution, (u∗ , v∗ ), is shown as the squared point in Fig. 3. This point corresponds to the coeﬃcient values ∆ 0 = 0.02, ∆1 = 0.03. The hyperbola (u, v) ∈ 2 | uv = u∗ v∗ is tangent to Z at this squared point as shown in Fig. 3. For other values of new call arrival rate Λ ∈ [0.9, 2.0], it can be found that the starting coeﬃcient values of the strategy sets for player 1 and player 2 are 0.02 which is similar to those when the new call arrival rate Λ = 0.8. When Λ > 2.0, the starting coeﬃcient values of the strategy sets for player 1 and player 2 are changed to higher values than those when Λ ∈ [0.9, 2.0]. For example, at Λ = 2.1, the proper priority mechanism cannot be guaranteed when ∆0 and ∆1 are set to an equal value which is less than 0.03; thus, the value 0.03 is chosen as the starting coeﬃcient values of the strategy sets for player 1 and player 2. For the noncooperative game, it is found that the equilibrium points when Λ ∈ [0.9, 2.0] correspond to the similar coeﬃcient values (∆0 = 0.02, ∆1 = 0.02) as those when Λ = 0.8. Therefore, the equilibrium points of the games with the first and the second types of utility function are similar when Λ ∈ [0.9, 2.0]. In addition, it can be found that the Pareto boundaries when Λ ∈ [0.9, 2.0] can be obtained in the same way as that when Λ = 0.8. For the cooperative game with the bargaining problems, when Λ ∈ [0.9, 2.0], the Nash solutions with the origin as the starting point, with the first and the second types of utility function might correspond to the diﬀerent coeﬃcient values. Hence, by choosing diﬀerent pairs of coeﬃcient values (∆0 , ∆1 ), one can select CAC characteristics that fit the preference requirements. For instance, let us consider games at the new call arrival rate Λ = 1.0, the coopera-



Fig. 4 Cooperative payoﬀ region and the solutions of cooperative game, the solution of noncooperative game when the utility function is defined as the bandwidth utilization and Λ = 1.0.



Fig. 5 Cooperative payoﬀ region and the solutions of cooperative game, the solution of noncooperative game when the utility function is defined as the weighted sum of new call accepting probability and handoﬀ succeeding probability and Λ = 1.0.



tive payoﬀ regions with the first and the second types of utility function are plotted in the utility space as shown in Figs. 4 and 5, respectively. According to both of Figs. 4 and 5, the equilibrium points and the Nash solutions with the origin as the starting point of the bargaining problems are shown as the circled points and the squared points, respectively. It can be observed that the equilibrium points of the noncooperative games with the first and the second types of utility function correspond to similar coeﬃcient values (∆0 = 0.02, ∆1 = 0.02) while the Nash solutions with the origin as the starting point of the bargaining problems, with the first and the second types of utility function correspond to diﬀerent coeﬃcient values (∆0 = 0.02, ∆1 = 0.04 for the first type of utility function, ∆0 = 0.02, ∆1 = 0.05 for the second type of utility function). Next, the eﬀect of varying new call arrival rate Λ, in the proposed framework, on the performance of the CAC is investigated. Figure 6 illustrates the handoﬀ failure proba-
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Fig. 6 Performance of the CAC in the aspects of new call blocking probability and hadoﬀ failure probability as functions of the new call arrival rate when ∆0 = ∆1 = 0.02.



Fig. 7 Comparison of performances obtained from equilibrium point and Nash solution when the utility function is defined as the bandwidth utilization, and Wup = 1.3 Mbps, Wdw = 2.7 Mbps.



bility and the blocking probability of a new call in the system with AB strategy. It is found that when Λ < 0.7, the handoﬀ failure probability and the new call blocking probability approach zero. As a result, there is no eﬀect of varying guard bandwidth coeﬃcients ∆i on the performance of call of any class when Λ < 0.7. It can also be observed that when Λ > 2.0, the new call blocking probability becomes extremely high beyond the acceptable value. From these reasons, the performance of the CAC when Λ ∈ [0.7, 2.0] will be considered. However, when Λ > 2.0, the performance of the CAC can also be analyzed in the similar way as that of the CAC when Λ < 2.0. With the first type of utility function, Fig. 7 illustrates the utilities obtained from the equilibrium point and the Nash solution with the origin (0,0) as the starting point of the bargaining problem as functions of the new call arrival rate. It can be observed that, for both of the Nash solution and the equilibrium point, the utility of class 0 calls



Fig. 8 Comparison of performances obtained from equilibrium point and Nash solution when the utility function is defined as the weighted sum of new call accepting probability and handoﬀ succeeding probability, and Wup = 1.3 Mbps, Wdw = 2.7 Mbps.



increases while the utility of class 1 calls decreases as the load levels Λ increase. This is because class 0 calls have higher priority than class 1 calls, i.e., as the new call arrival rate Λ increases, the guard bandwidth of call with low priority class call becomes wider and wider. Figure 7 also shows the total utility obtained from the equilibrium point and the Nash solution. It can be seen that the total utility obtained from the Nash solution is greater than or equal to that obtained from the equilibrium point throughout the considered range of load levels (most are greater). Moreover, both the total utilities of the Nash solution and of the equilibrium point increase with the increasing load levels. Figure 8 illustrates the utilities obtained from the equilibrium point and the Nash solution with the origin (0,0) as the starting point of the bargaining problem as functions of the new call arrival rate when the utility function is defined as the weighted sum of new call accepting probability and handoﬀ succeeding probability. It can be found that, for both of the Nash solution and the equilibrium point, the utilities of class 0 calls and class 1 calls decrease with the increasing load levels, but the utility of class 1 calls decreases with a higher rate than the utility of class 0 calls. With the same reason as the case with the first type of utility, this is because class 0 calls have higher priority than class 1 calls. Figure 8 exhibits the same behavior as the case of the game with the first type of utility in that, the total utility obtained from the Nash solution is greater than or equal to that obtained from the equilibrium point throughout the considered range of load levels (most are greater). However, it should be noted that both the total utilities of the Nash solution and of the equilibrium point decrease as the load levels increase. To investigate the relevance of CAC in the proposed framework with two other parameter sets apart from the traffic model in section 5.1, the following results are presented. Let us consider the first case where the asymmetric bandwidth allocation between uplink and downlink are varied to
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Fig. 9 Comparison of performances obtained from equilibrium point and Nash solution when the utility function is defined as the bandwidth utilization, and Wup = 1.7 Mbps, Wdw = 2.3 Mbps.



Fig. 10 Comparison of performances obtained from equilibrium point and Nash solution when the utility function is defined as the weighted sum of new call accepting probability and handoﬀ succeeding probability, and Wup = 1.7 Mbps, Wdw = 2.3 Mbps.



Wup = 1.7 Mbps, Wdw = 2.3 Mbps. Figures 9 and 10 illustrate the utilities obtained from the equilibrium point and the Nash solution as functions of the new call arrival rate for the games with the first and the second types of utility function. It can be observed that the results in Figs. 9 and 10 show similar behaviors to those in Figs. 7 and 8. Nevertheless, the total utilities obtained from the equilibrium point and the Nash solution in Figs. 7 and 8 are greater than those in Figs. 9 and 10. This is because the system with Wup = 1.3 Mbps, Wdw = 2.7 Mbps as in the traﬃc model in section 5.1 can reflect the degree of asymmetry of the load between uplink and downlink more properly than that with Wup = 1.7 Mbps, Wdw = 2.3 Mbps. Next, let us consider the second case where the probabilities for determining a new call as class 0 call and as class 1 call are varied to 0.65 and 0.35, respectively. In this case, the starting coeﬃcient values of the strategy sets for player 1 and player 2 are set to 0.03



Fig. 11 Comparison of performances obtained from equilibrium point and Nash solution when the utility function is defined as the bandwidth utilization, and the probability for determining a new call as class 0 call and as class 1 call are 0.65 and 0.35.



Fig. 12 Comparison of performances obtained from equilibrium point and Nash solution when the utility function is defined as the weighted sum of new call accepting probability and handoﬀ succeeding probability, and the probability for determining a new call as class 0 call and as class 1 call are 0.65 and 0.35.



according to the proposed framework. Figures 11 and 12 show the utilities obtained from the equilibrium point and the Nash solution as functions of the new call arrival rate for the games with the first and the second types of utility function. It can be seen that the results in Figs. 11 and 12 also exhibit the same behaviors as those in Figs. 7 and 8. However, in Figs. 11 and 12, the Nash solutions can achieve higher total utility than the equilibrium points throughout the considered range of load levels. To emphasize the contribution of this paper, the following points are mentioned here. The previous CAC scheme [3] recommends that the appropriate values of guard bandwidth coeﬃcients ∆0 and ∆1 should be an equal and small value guaranteeing that the priority mechanism operates properly. It can be observed that ∆0 and ∆1 obtained from
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the previous CAC scheme are similar to those obtained from the equilibrium point of the noncooperative game described in this paper. However, in this paper, the equilibrium point achieves fairness through the concept of the noncooperative game, while the previous CAC scheme did not mention anything about the issue of fairness. Furthermore, with the cooperative game in this paper, the results show that CAC can achieve higher total utility than the previous CAC scheme while at the same time providing fairness by satisfying the four fairness axioms described in Sect. 2. 6.



Conclusion



This paper has presented a framework based on game theory (both of noncooperative and cooperative games) for a selection of fair-eﬃcient guard bandwidth coeﬃcients ∆i of the CAC scheme for the asymmetrical traﬃc case in mobile multimedia communications. Game theory provides a proper framework for considering eﬃciency and fairness at the same time. Call classes are viewed as the players of a game. Utility function of the player is defined to be of two types, the bandwidth utilization and the weighted sum of new call accepting probability and handoﬀ succeeding probability. For eﬀective description of the application of the proposed framework, the examples with two classes of traﬃc are presented. It can be concluded from the numerical results that, for both types of utility function, the equilibrium point of the noncooperative game corresponds to the smallest and equal coeﬃcient values that can guarantee the proper priority mechanism. For the cooperative game, the arbitration schemes for the interpersonal comparisons of utility and the bargaining problem are investigated. To demonstrate possible applications of the game theoretic framework, the solutions of noncooperative and cooperative games are compared with the previous CAC scheme [3]. The comparison shows that the equilibrium point of noncooperative game provides similar performance to the previous CAC scheme while the Nash solution of cooperative game with the origin (0,0) as the starting point of the bargaining problem can achieve higher total utility than the previous CAC scheme. The solutions of cooperative games achieve fairness by satisfying fairness axioms and achieve eﬃciency by Pareto optimality whereas the previous CAC scheme did not mention about the issue of fairness. Since the Nash solution is determined from the domain of the Pareto boundary, the way to generate the Pareto boundary is also provided. Therefore, the Nash solution can be obtained easily. This paper applies game theory to the CAC scheme of the system with time invariant capacity. For the future work, applying game theory framework to the CAC for CDMA mobile multimedia systems with time varying capacity will be studied. CAC schemes of such a system are based on the QoS parameters such as SIR. Acknowledgments The authors wish to thank the Royal Golden Jubilee
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