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ABSTRACT Web clustering is one of the most important ways of information retrieval and taxonomy management for the Web. Clustering is the unsupervised classification of patterns (observations, data items, or feature vectors) into groups (clusters). The clustering problem has been addressed in many contexts and by researchers in many disciplines. This reflects its broad appeal and usefulness as one of the steps in exploratory data analysis. As the dataset’s scale increases rapidly, it is difficult to use traditional clustering algorithms to deal with large amount of data. In this paper we propose a divide and conquer clustering strategy which allows the grouping of a large number of data sets more quickly. This strategy divides the whole web data into smaller subsets and applies similarity histogram-based clustering method, based on keeping a tight similarity distribution within clusters. It merges the clusters with the use of cluster summaries in the form of key-phrases extracted from the clusters. Keywords Search engines; distributed computing; Clustering algorithm; Similarity; Human– computer interaction. 1. Introduction Cluster analysis is the organization of a collection of patterns (usually represented as a vector of measurements, or a point in a multidimensional space) into clusters based on similarity. Intuitively, patterns within a valid cluster are more similar to each other than they are to a pattern belonging to a different cluster. One requirement of data mining is efficiency and scalability of mining algorithms. All the main data mining algorithms have been investigated, such as decision tree induction, fuzzy rule-based classifiers, neural networks. Data clustering is being used in several data intensive applications, including image classification and document retrieval. Clustering algorithms generally follows hierarchical or partitional approaches. The paper is organized as follows: in the next section the similarity histogrambased clustering method is sketched. The key-phase extraction method has been described in section three. Divide and Conquer strategy to cluster web pages is presented in section four. Final conclusions are discussed in section five.



2. Similarity histogram-based clustering method The textual information can be included to cluster the web documents [1]. We represent each web document as a vector in the vector space model of IR and then compute the similarity between them. For each element of the vector we use the standard tf.idf weighting: tf(i; j) * idf(i), where tf(i; j) is the term-frequency of word i in document j, and idf is the Inverse Document Frequency corresponding to word i. Since the term-vector lengths of the documents vary, we use cosine normalization in computing similarity. That is, if x and y is vectors of d1 and d2, then the similarity between d1 and d2 is S (d1 , d 2 ) = S (d 2 , d1 ) =
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In order to represent each document in N dimensional space, we require N keywords from documents. If total number of web pages to be clustered is P, we can extract approximately [N/P + 1] keywords from each document, where [.] is the round-off value. We based the parsing of documents and keywords to be absorbed in the following precedence order: heading tag, bold tag, strong tag, anchor text tag and so on. However, our algorithm is invariant of the any precedence order. A coherent cluster should have high pair-wise document similarities. We judge the quality of a similarity histogram (cluster cohesiveness) by calculating the ratio of the count of similarities above a certain similarity threshold RT to the total count of similarities [2]. The higher this ratio, the more cohesive is the cluster. The histogram of the similarities in the cluster is represented as:



Where B the number of histogram bins, hi the count of similarities in bin i, and ∂ the bin width of the histogram. The histogram ratio of a cluster c, which indicates cluster cohesiveness, is calculated as:



Where RT is the similarity threshold and T is the bin number corresponding to the similarity threshold. SHC algorithm has been described in Algorithm 1.



1: Ci ← Empty List {Cluster List of Node i} 2: for each document d k ∈ Dk do 3: for each cluster cr ∈ Ci do 4:



HR old = HR(cr )



5:



Simulate adding d k to c r



6:



HR new = HR(cr )



7:



if (HR new ≥ HR old ) AND (HR new > HRmin ) then



8:



Add d k to c r



9: end if 10: end for 11: if (d k was not added to any cluster) then 12:



Create a new cluster c new



13:



Ci ← {Ci ,c new }{Add c new to Ci }



14:



Add d k to c new



15 : end if 16 : end for



Algorithm 1 Histogram based clustering algorithm



3. Cluster summarization using key-phrase extraction Each document can be represented as a directed graph (digraph) G: (V;E) where V is a set of nodes {v1; v2; . . . ; vn}, where each node v represents a unique word in the entire document set; and E is a set of edges {e1; e2; . . . ; em}, such that each edge e is an ordered pair of nodes {vi; vj}. An edge from vi to vj indicates that the word vj appears successive to the word vi in some document. The common document graph is computed by intersecting graphs gi and gj. Then the topological sorting of the common graph is done. This sorted graph can be traversed easily from starting node to end node, in order to get phases. In case of cycles in the graph, the nodes which are not included in the sorting are randomly chosen one by one as starting node and all the common phases can be extracted between two documents. For any cluster ci of the node, we can get the common phases between all pairs of documents di and dj of the cluster. All the common phases of a cluster will be assigned a scored value which will be used to judge its quality such that Score(P) = Length of Phrase * exp (Frequency of Phrases). In this way phases are ranked and n high ranked phases are used to construct cluster representative document of any cluster ci.



Figure 1. Phrase Extraction



4. Divide and Conquer Strategy to Web Clustering Divide and Conquer strategy works as follows: Step 1: Divide the whole data into smaller subsets of size m. Step 2: For each subset (i) run the SRC algorithm for clustering. Step 3: For each cluster (j) in subset (i) find cluster representative documents (CRDs). Step 4 : group the CRDs into the subsets of size m. Step 5: For each Subset of CRDs run SRC algorithm for clustering. Step 6: Run Step 3 to 5 till the number of clusters is less than T or there is no further decrement in the number of clusters. This is a bottom up strategy to cluster the web documents. Basic theme of the algorithm is shown in figure 2.
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Figure 2. Divide and Conquer Strategy for clustering Web Data



5. Conclusion We have introduced a divide and conquer approach for document clustering, which minimizes the time taken to cluster the documents through cluster summarization. The quality of clustering also depends upon the method to get the key-phases for cluster summaries. Strategy is independent of the method used for clustering of sub-set documents. We are free to apply any clustering algorithm in place of SRC. Acknowledgement The author feels indebted to Prof. K. K. Shukla for the interesting discussions on various subjects. References [1] X. He et al, Web document clustering using hyperlink structure, Computational Statistics & Data Analysis 41 (2002) 19-45. [2] Hammouda, K.M.; Kamel, M.S., Incremental document clustering using cluster similarity histograms, Web Intelligence, 2003. WI 2003. Proceedings. IEEE/WIC International Conference on Volume, Issue, 13-17 Oct. 2003 Page(s): 597 – 601. [3] A.K. Jain, M.N. Murty, P.J. Flynn, Data clustering: a review, ACM Computing Surveys 31 (3) (1999) 264–323. [4] J. Han, M. Kamber, Data Mining: Concepts and Techniques, In Morgan Kaufmann, 200



























[image: Fast Web Clustering Algorithm using Divide and ...]
Fast Web Clustering Algorithm using Divide and ...












[image: Web page clustering using Query Directed Clustering ...]
Web page clustering using Query Directed Clustering ...












[image: Web Usage Mining Using Artificial Ant Colony Clustering and Genetic ...]
Web Usage Mining Using Artificial Ant Colony Clustering and Genetic ...












[image: Implementation of Fast Radix-2 DCT Algorithm using ...]
Implementation of Fast Radix-2 DCT Algorithm using ...












[image: A Divide and Conquer Algorithm for Exploiting Policy ...]
A Divide and Conquer Algorithm for Exploiting Policy ...












[image: An Improved Divide-and-Conquer Algorithm for Finding ...]
An Improved Divide-and-Conquer Algorithm for Finding ...












[image: A Divide and Conquer Algorithm for Exploiting Policy ...]
A Divide and Conquer Algorithm for Exploiting Policy ...












[image: A Divide and Conquer Algorithm for Exploiting Policy ...]
A Divide and Conquer Algorithm for Exploiting Policy ...












[image: A Fast Line Segment Based Dense Stereo Algorithm Using Tree ...]
A Fast Line Segment Based Dense Stereo Algorithm Using Tree ...












[image: web usage mining using rough agglomerative clustering]
web usage mining using rough agglomerative clustering












[image: An Entropy-based Weighted Clustering Algorithm and ...]
An Entropy-based Weighted Clustering Algorithm and ...












[image: Frequent Pattern Mining Using Divide and Conquer ...]
Frequent Pattern Mining Using Divide and Conquer ...












[image: Fast Clustering of Gaussians and the Virtue of ...]
Fast Clustering of Gaussians and the Virtue of ...












[image: Frequent Pattern Mining Using Divide and Conquer ...]
Frequent Pattern Mining Using Divide and Conquer ...












[image: Fast and Robust Fuzzy C-Means Clustering Algorithms ...]
Fast and Robust Fuzzy C-Means Clustering Algorithms ...












[image: Web Data Clustering using FCM and Proximity Hints 1 ...]
Web Data Clustering using FCM and Proximity Hints 1 ...












[image: Web Data Clustering using FCM and Proximity Hints 1 ...]
Web Data Clustering using FCM and Proximity Hints 1 ...












[image: A Fast String Searching Algorithm]
A Fast String Searching Algorithm












[image: A Fast String Searching Algorithm]
A Fast String Searching Algorithm












[image: A Fast and Simple Surface Reconstruction Algorithm]
A Fast and Simple Surface Reconstruction Algorithm












[image: A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar]
A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar












[image: A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar]
A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar












[image: A Simple, Fast, and Effective Polygon Reduction Algorithm - Stan Melax]
A Simple, Fast, and Effective Polygon Reduction Algorithm - Stan Melax















Fast Web Clustering Algorithm using Divide and ...






Clustering is the unsupervised classification of patterns .... [3] A.K. Jain, M.N. Murty, P.J. Flynn, Data clustering: a review, ACM Computing. Surveys 31 (3) (1999) ... 






 Download PDF 



















 75KB Sizes
 1 Downloads
 261 Views








 Report























Recommend Documents







[image: alt]





Fast Web Clustering Algorithm using Divide and ... 

5 : Simulate adding d to c. 6: HR. ( ) ... Add d to c. 9: end if. 10: end for. 11: if (d was not added to any cluster) then. 12: Create a ... Basic theme of the algorithm is ...














[image: alt]





Web page clustering using Query Directed Clustering ... 

IJRIT International Journal of Research in Information Technology, Volume 2, ... Ms. Priya S.Yadav1, Ms. Pranali G. Wadighare2,Ms.Sneha L. Pise3 , Ms. ... cluster quality guide, and a new method of improving clusters by ranking the pages by.














[image: alt]





Web Usage Mining Using Artificial Ant Colony Clustering and Genetic ... 

the statistics provided by existing Web log file analysis tools may prove inadequate ..... evolutionary fuzzy clusteringâ€“fuzzy inference system) [1], self-organizing ...














[image: alt]





Implementation of Fast Radix-2 DCT Algorithm using ... 

IJRIT International Journal of Research in Information Technology, Volume 2, Issue 4, ... signal flow graphs, and Coordinate rotation digital computer (CORDIC) .... The following are some major features of our proposed CORDIC-based fast ...














[image: alt]





A Divide and Conquer Algorithm for Exploiting Policy ... 

A Divide and Conquer Algorithm for Exploiting. Policy Function Monotonicity. Grey Gordon and Shi Qiu. Indiana University. ESWC. August 21, 2015. Page 2. Motivation. Policy function monotonicity obtains in many macro models: â–· RBC model. â–· Aiyagar














[image: alt]





An Improved Divide-and-Conquer Algorithm for Finding ... 

Zhao et al. [24] proved that the approximation ratio is. 2 âˆ’ 3/k for an odd k and 2 âˆ’ (3k âˆ’ 4)/(k2 âˆ’ k) for an even k, if we compute a k-way cut of the graph by iteratively finding and deleting minimum 3-way cuts in the graph. Xiao et al. [23














[image: alt]





A Divide and Conquer Algorithm for Exploiting Policy ... 

Apr 10, 2017 - ... loss of generality. For instance, if one is using a cubic spline to represent the value function, one must obtain its values at the spline's knots. 3 ...














[image: alt]





A Divide and Conquer Algorithm for Exploiting Policy ... 

Jul 29, 2017 - The speedup of binary monotonicity relative to brute force also grows linearly but is around twice as large in levels. This latter fact reflects that ...














[image: alt]





A Fast Line Segment Based Dense Stereo Algorithm Using Tree ... 

correspondence algorithm using tree dynamic programming (LSTDP) is ..... Scharstein, D., Szeliski, R.: A taxonomy and evaluation of dense two-frame.














[image: alt]





web usage mining using rough agglomerative clustering 

is analysis of web log files with web pages sequences. ... structure of web sites based on co-occurrence ... building block of rough set theory is an assumption.














[image: alt]





An Entropy-based Weighted Clustering Algorithm and ... 

Dept. of Computer Science and Engineering. The Ohio State University, ... heads in ad hoc networks, such as Highest-Degree heuris- tic [1], [2], Lowest-ID ...














[image: alt]





Frequent Pattern Mining Using Divide and Conquer ... 

Abstract. The researchers invented ideas to generate the frequent itemsets. Time is most important measurement for all algorithms. Time is most efficient thing for ...














[image: alt]





Fast Clustering of Gaussians and the Virtue of ... 

A clustering map c : Gâ†’C. â€¢ Exponential model parameters Î¸c, c âˆˆ C for each of the cluster gaussians. We shall measure the goodness of the clustering in terms.














[image: alt]





Frequent Pattern Mining Using Divide and Conquer ... 

IJRIT International Journal of Research in Information Technology, Volume 1, Issue 4,April ... The implicit information within databases, mainly the interesting association ..... Computer Science, University of California at Irvine, CA, USA1998.














[image: alt]





Fast and Robust Fuzzy C-Means Clustering Algorithms ... 

Visually, FGFCM_S1 removes most of the noise, FGFCM_S2 and FGFCM ..... promote the clustering performs in present of mixed noise. MLC, a ... adaptive segmentation of MRI data using modified fuzzy C-means algorithm, in Proc. IEEE Int.














[image: alt]





Web Data Clustering using FCM and Proximity Hints 1 ... 

Nov 24, 2007 - ing along with proximity hints (P-FCM) is applied to the web data. (pages) ... b) is a mapping to the unit interval such that it satisfies the following two .... and software and after applying FCM it comes in the second cluster. And.














[image: alt]





Web Data Clustering using FCM and Proximity Hints 1 ... 

Nov 24, 2007 - Keywords: Search engines; Fuzzy logic; Fuzzy C-mean algorithm; .... and software and after applying FCM it comes in the second cluster. And.














[image: alt]





A Fast String Searching Algorithm 

number of characters actually inspected (on the aver- age) decreases ...... buffer area in virtual memory. .... One telephone number contact for those in- terested ...














[image: alt]





A Fast String Searching Algorithm 

An algorithm is presented that searches for the location, "i," of the first occurrence of a character string, "'pat,'" in another string, "string." During the search operation, the characters of pat are matched starting with the last character of pat














[image: alt]





A Fast and Simple Surface Reconstruction Algorithm 

Jun 17, 2012 - Octree decomposition. Root cell smallest bounding cube of P. Splitting rule split a splittable leaf cell into eight children. Balancing rule split a leaf cell C if it has a neighbor C/ s.t. lC < lC /2. Apply the two rules alternately u














[image: alt]





A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar 

The Johns Hopkins University [email protected]. Thong T. .... time O(Md + (n + m)d2) where M denotes the number of non-zero ...... Computer Science, pp. 143â€“152 ...














[image: alt]





A Fast and Efficient Algorithm for Low-rank ... - Semantic Scholar 

republish, to post on servers or to redistribute to lists, requires prior specific permission ..... For a fair comparison, we fix the transform matrix to be. Hardarmard and set .... The next theorem is dedicated for showing the bound of d upon which 














[image: alt]





A Simple, Fast, and Effective Polygon Reduction Algorithm - Stan Melax 

Special effects in your game modify the geometry of objects, bumping up your polygon count and requiring a method by which your engine can quickly reduce polygon counts at run time. G A M E D E V E L O P E R. NOVEMBER 1998 http://www.gdmag.com. 44. R


























×
Report Fast Web Clustering Algorithm using Divide and ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















