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Packet Loss Behavior in a Wireless Broadcast Sensor Network Hoi-Sheung Wilson So, Kevin Fall, Jean Walrand Abstract An efficient broadcast protocol is a useful building block for various sensor network services such as network-wide reprogramming of nodes and control information dissemination. A good understanding of the loss behavior in a broadcast setting leads to the design of an efficient broadcast protocol. This report describes a series of experiments designed to investigate the broadcast loss behavior in a wireless broadcast sensor network. In particular, we focus on the case in which a single sender sends packets to multiple receivers in one hop over the radio. The data collected in our experiments described below are not sufficient to build an accurate error model. Instead, they prove two points. First, the packet losses suffered by different receivers in a wireless broadcast are dependent in both indoor and outdoor environments. In other words, different receivers are likely to experience simultaneous losses. Second, manufacturing differences of wireless sensor nodes can be significant. Therefore, designers should take into account such differences when designing broadcast protocols. In the data analysis section, we also explores the use of various relevant statistics tools to answer key questions regarding the assumptions of independence and homogeneity.



I. I NTRODUCTION A. Motivation Our work is motivated by the need to understand the pattern of packet losses in a sensor network to better design an efficient broadcast protocol. The designer should consider many factors such as application requirements, network topologies, and packet loss characteristics of the actual network. In this report, we focus on three fundamental questions related to the loss charateristics of a single hop broadcast sensor network. We define a single hop broadcast network as one in which the only sender broadcasts each packet to multiple receivers that are all within one hop of the sender. The three questions investigated in this report are: 1. Do different receivers experience independent packet losses in a single hop broadcast network? 2. Woo et al. [5] observes that the packet loss probability of a link in a sensor network cannot be predicted precisely using only the distance between the sender and receiver. Are there significant manufacturing differences among the nodes causing the large variation in the link quality? 3. What is the typical level of packet corruption in a sensor network using only primitive radios and antennas? Although the questions presented above are specific to a single hop broadcast network, their answers have broader implications. In the next three sections, we explain why answers to these simple questions can improve the design of broadcast protocols for a multi-hop wireless network. B. Broadcast Loss Independence The degree of dependence of packet losses observed by different receivers of the same broadcast packet affects the choice of error recovery strategy. Consider a simple wireless network shown in Fig.1 that uses retransmission to achieve reliable broadcast. S is a source node who wants to broadcast a packet to the other nodes A through F. The arrows indicate links that can carry broadcast packets from the source to the end nodes. Assume the broadcast packets sent from S are received corrupted by A and by B independently with probabilities p 1 and p2 , both of which are much less than 1. Imagine that A receives a corrupted packet from S, the probability that B also loses the same packet is p 2 which is assumed to be small. Therefore, the most efficient method for A to recover the lost packet is to simply wait until B rebroadcasts the packet to E and F. Similarly, if B receives a corrupted packet from S, it can also wait for A to rebroadcast. Since the probability that both packets are corrupted is p 1 × p2 which is much smaller than either p1 or p2 , this method of passive loss recovery will work well most of the time. On the contrary, imagine that the broadcast packets received by A and B are always corrupted together as shown in Fig.2. Whenever A or B loses a packet, it is best for S to rebroadcast rather than having either A or B wait for the other to rebroadcast. This simple example shows why loss dependence affects the choice of error recovery algorithm in a reliable broadcast protocol. By studying the packet loss dependence in a single hop setting, one sheds light on the design of a more complicated multi-hop broadcast protocol.
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Fig. 1. Nodes A and B see independent packet losses.
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Fig. 2. Nodes A and B see the same packet losses.
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Fig. 3. Node A is a better sender than node B.
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Fig. 4. Node A and node B are equally capable.



C. Sender/Receiver Differences and Affinity The differences in the capabilities of senders and receivers affect the design of a broadcast protocol. To see this is the case, consider the example in Fig.3. In this example, node S is again the source who wants to broadcasts packets to all other nodes. We assume that node A is a better sender than B, perhaps because A has a higher output power or a better antenna due to manufacturing differences. In this situation, whenever S needs to broadcast a message, it is best for A, rather than B, to act as the relay. However, if both A and B are equally capable as in Fig.4, it becomes unnecessary to favor one of them as the designated relay. This example shows that if the nodes in the network are identical from a performance perspective, any node can be chosen as a relay. However, if certain nodes are better senders, a smart broadcast protocol should take into account the differences in capabilities. Our experiments aims at quantifying the differences among the senders and the receivers to see if one should consider the differences due to manufacturing when designing a broadcast protocol. D. Corruption Severity Breakdown The choice of error control strategy clearly depends on the severity and nature of packet corruption in addition to the pattern of packet losses. Granted, no single measurement study of the packet corruption or loss patterns can be generalized to other situations using different hardware and software configurations. Yet, it is helpful to estimate the level of corruption in one particular sensor network setting and understand how they affect the choice of error control strategy for a reliable broadcast protocol. E. Broadcast Network Test Bed Our experiment consists of a number of battery operated wireless sensor nodes and a few laptop computers used for data collection. These sensor nodes, called Mica motes, are developed by the TinyOS project at UC Berkeley [2]. Each mote is composed of a microprocessor, a radio, a separate 4Mb non-volatile memory, some sensors, and a pair of AA batteries for power. The 8-bit microprocessor has 128KB of programmable flash memory and 4KB of SRAM. The radio has a frequency of 916.70MHz and is capable of operating at up to 19.2Kbps using OOK or 115.2Kbps using ASK. In our experiments, the radio operates at 115.2Kbps using ASK. According to the specification of the radio chip, it can achieve a bit error rate of 10−4 , presumably under ideal conditions without interferrence. For more information about the hardware platform and TinyOS operating system, please refer to the TinyOS project web page[3]. II. I NDOOR B ROADCAST PACKET L OSS E XPERIMENTS (X1) A. Experimental Design The first set of experiments (henceforth known as X1) was mostly designed to answer question 1 raised in section I-A. As in all experiments described in this report, we used the sensor nodes mentioned in section I-E. All of the motes used in X.1 have a coil antenna enclosed in a small black cylindrical plastic case pointing up as shown in Fig.5. Sixteen receiver motes are laid down in a circle of 2m radius on a carpeted floor inside an office building. Each receiver mote is oriented such that their printed circuit board (PCB) is facing the center of the circle (i.e., the sender) as shown in Fig.6. Such an arrangement eliminates the potential effects of directional sensitivity of the receiver. The setup described so far is sufficient to test whether the packet losses suffered by different receivers are independent. To ensure that the results are not specific to a particular sender or power level, we introduced two additional design
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Facing Center of Circle (Sender) Fig. 5. Orientation of the antenna of a receiver mote in X1 as viewed from the center of the circle on the ground.



Fig. 6. A bird’s eye view of the arrangement of sender and receiver motes in X1.



variables–sender mote and transmit power level. We add a third variable to check if the sender exhibits directionality even though the antenna itself is supposed to be omnidirectional. The first design variable is the sender mote itself. Although the motes have the same software and hardware, their performance varies due to differences in manufacturing. For example, their clocks might run at slightly different speeds causing the sender and receiver to lose synchronization. Also, the antenna is soldered on by a human. Even though caution is taken to try to align the antenna when soldering on the antenna by the same person, small alignment errors are unavoidable. The battery levels of the motes can also be a factor, though each mote has a a voltage regulator to keep the voltage supplied by the battery constant. In addition, fresh batteries were used on all the motes at the beginning of the experiment. From our experience, the batteries should last through all of our experiments. The second design variable is the transmit power level of the sender. The transmit power is indirectly controlled by a potentiometer setting (POT) that takes an integer value from 0 to 99. A lower POT setting corresponds to a higher transmit power. The third design variable of this experiment is the orientation of the sender. When we say the sender faces the direction X, we mean that the sender is oriented such that the PCB of the sender is normal to the line drawn from the sender to receiver mote X with the battery pack facing away from the receiver. (Note: the definition follows naturally if we think of the PCB as the “face” of a mote.) Experimentts in X1 are organized into trials 11 to 37. During each trial, we fix all but one design variable and have the sender broadcast 500 packets. Each packet contains a sequence number that allows the receivers to record which packets have been received correctly. To aid the discussion, the 27 trials of X1 are grouped into 5 overlapping subsets– X1.1 through X1.5. Each subset is designed to explore the effects of one design variable. Below is a list of the trials in each subsets and their design variables: Experiment Subset X1.1 X1.2 X1.3 X1.4 X1.5



Trial IDs 11,12,13,14,15,16,17 11, 19, 22, 24, 26, 28, 30 18, 21, 23, 25, 27, 29 30,32,34,36,38 29,31,33,35,37



Sender ID 17 17 17 17 to 21 17 to 21



POT setting 0,20,40,60,80,90,95 0 50 0 50



Sender Orientation 5 5,6,7,8,9,13,1 6,7,8,9,13,1 1 1
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B. Data Collection and Cleaning As mentioned earlier, the sender sends out 500 packets in each trial at about 16 packets per second. Each packet is 36 bytes long including a 2 byte CRC checksum. Each packet is channel coded for two purposes: error correction and DC-balance. The channel code is a parity code can detect 2 and correct 1 bit error in each of the 36 data byte, commonly known as a SECDED code. Since the radio specification requires that a roughly equal number of zeros and ones be in the input stream, the channel code incorporates a 4-bit-6-bit encoding step to achieve the required DC-balance. For simplicity, the channel code encodes each of the 36 bytes of a packet individually as a 3 byte codeword, resulting in a 108-byte packet when sent over the radio. A packet is received successfully if the 36-byte packet passes the CRC checksum test after it has been decoded and corrected (if possible). If more than 1 bit error is present in a byte, it is possible that the error falls in the parity bits and hence the decoded packet may still pass the CRC checksum test. In such cases, we assume the packet is correct. A simple CSMA-CA medium access protocol described in [4] was used in the experiment. Each packet sent by the sender contains the Trial ID, the POT setting, and the sequence number of the packet within the current trial. When a packet is received, the receiver first verifies the CRC checksum is correct, and if so, logs the sequence number in its 4Mb non-volatile memory. At the end, the logs are downloaded to a PC for analysis. For each trial, we generate a 500 by 16 binary matrix where each row represents a packet and each column represents a receiver. The (i,j)-th entry of the matrix is 1 if packet i was received by receiver j correctly. C. Data Analysis Methodology The goal of X1 is to test whether the packet losses experienced by two different receivers of the same packet are independent of each other. A packet is either received successfully (if the CRC checksum is correct) or considered lost. We assume that the successful receipt of a packet p (by any receiver) is independent of the receipt of any earlier or later packet q (by any receiver) if p 6= q. In other words, the channel is assumed to be memoryless. To test for loss dependence among different receivers of the same packet, we test the null hypothesis H 0 that the packet losses seen by a receiver i is independent of those seen by receiver j where i 6= j. The alternative hypothesis H 1 is that the packet losses seen by the two different receivers i and j are dependent. In the following discussion, N denotes the number of packets sent which is 500. The binary sequences Xi and Yj denote the receiving status of packet i and j by receivers X and Y respectively. H0 : H1 :
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Then the probability of observing the outcome under H 0 is given by f0 = (q00 )N00 (q01 )N01 (q10 )N10 (q11 )N11 and that under H1 is f1 = (p00 )N00 (p01 )N01 (p10 )N10 (p11 )N11 . Therefore, the likelihood ratio is:         p00 N00 p01 N01 p10 N10 p11 N11 f1 = (11) f0 q00 q01 q10 q11 and hence the log likelihood ratio is: log
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Let l00 = p00 /q00



(13)



l01 = p01 /q01
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l10 = p10 /q10
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After simplification, the log likelihood function becomes:   X X X f1 log = N (l00 ) + Xn (−l00 + l10 ) + Yn (−l00 + l01 ) + Xn Yn (l00 − l01 − l10 + l11 ) f0 n n n
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and if we let Wn = BXn + CYn + DXn Yn ,
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Next, we calculate the mean and variance of Wn : E(Wn ) ≡ µ = BE(Xn ) + CE(Yn ) + DE(Xn Yn ) = Bp1 + Cp2 + Dp1 p2 2
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Since Wn ’s are i.i.d. by the assumption of memoryless channel, Z≡



W1 + . . . + WN − N E(Wn ) √ σ N



(29)



is approximately normally distributed with zero mean and unit variance according to the Central Limit Theorem. More precisely, W1 + . . . + WN − N E(Wn ) √ ≤ z) = Φ(z). (30) lim P (Z ≤ z) = lim P ( N →∞ N →∞ σ N Again, 1 log N
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Therefore, one can reject H0 at a 99% confidence level if     σ f1 > N √ z0.99 + A + µ log f0 N



(36)



In practice, f0 , f1 , σ, A, and µ are functions of unknown parameters p00 , p01 , p10 , p11 , q00 , q01 , q10 , and q11 . We therefore approximate these unknown parameters as follows: pˆ1 = (N10 + N11 )/N qˆ00 = (1 − pˆ1 )(1 − pˆ2 )
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Fig. 7. Effects of reduced transmission power on different receivers in X1.1.
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Fig. 8. P-value of the pairwise independence tests for POT=60 (X1 Trial 14).



D. Data Analysis Results This section describes the conclusion of the statistical tests. Specifically, we try to answer whether the packet losses seen by two receivers are indeed independent as in ideal models. D.1 Results of Independence Tests Our method of testing for independence considers one pair of receivers at a time. Since the true loss probabilities (i.e., pxx ’s and qxx ’s) are unknown, we approximate them by the estimated pˆxx and qˆxx . These estimates are less accurate when the actual probabilities are close to 0 or 1. Therefore, we prefer to carry out the test of independence for a trial where the power is set to a level such that none of pˆxx and qˆxx are very close 0 or 1 (i.e. neither excessive nor negligible losses). Fig.7 shows the effects of reduced transmission power on the receiving probability among different receivers in X1.1. It is not important to distinguish one curve from another in the graph, except to note that different receivers perform quite differently even though the distances between the sender and each receiver are the same. Since the path loss between the sender and different receivers can vary significantly due to the nature of the indoor environment, it is reasonable to see that some receivers start to have difficulty when POT is 60 (medium low power) while some others can still receive over 90% of packets at a much lower power setting (POT=95). A common characteristic of all receivers is that once the receiving probability starts to decrease, it falls very sharply. We decided to test the hypothesis based on the data collected in trial 14 that uses a POT setting of 60 because the loss because the loss probability of various receivers is neither negligible nor excessive. Fig.8 shows the p-value for each of the 16 × 16 pairwise likelihood ratio test for the null hypothesis of independent losses between the receivers in trial 14. Notice that the graph is symmetric around the line x = y by definition. The p-value of a test is the minimum size of the test for which the null hypothesis is rejected. Intuitively, p-value can be thought of as the probability that one observes an outcome as extreme as the one observed in the experiment assuming the null hypothesis is indeed true. A low p-value means it is unlikely that the null hypothesis is true. Each box bounded by r1 , r1 + 1, r2 , r2 + 1 on the graph is colored to reflect the p-value of the test that r 1 is independent of r2 . The color scale is from blue(0) to red(1). For our purpose, we reject the null hypothesis when the p-value is below 0.01. If all receivers were pairwise independent, we would expect to see roughly 1% of the tests to have a p-value larger smaller 0.01. However, the graph shows that most tests have a p-value much smaller than 0.01 and hence we can conclude with high confidence that those receiver pairs experience dependent losses. The only oddity of the graph is that receiver 12 seems to stand out from the rest of the receivers. The tests for independence between receiver 12 and receivers 1,3,5,6,7, and 11 respectively have much higher p-value compared to the tests between other pairs. During
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Fig. 9. P-value of the pairwise independence tests for POT=80 (X1 Trial 15.
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Fig. 10. Packet loss pattern of trial 14 of experiment X.1



this trial (i.e., X.1 trial 14), receiver 12 lost none or very few packets that are common to the other receivers. From our experience, receiver 12 does not always exhibit such behavior as illustrated in trial 15 in the next section. Next, we carry out the same test for trial 15. Trial 15 is similar to trial 14 except the transmission power is further reduced. Fig.9 shows the p-value for each of the 16 × 16 pairwise likelihood ratio test for the null hypothesis of independent losses among the receivers in trial 15. Most of the pairwise tests have p-values lower than 0.01 and hence we can conclude, again, that different pairs of receivers are dependent. One seemingly odd result about trial 15 is that receiver 8 seems to be quite independent of the other receivers. The high p-values is mostly due to the high loss rate of receiver 8. Receiver 8 received only 34 out of 500 packets (i.e., 6.8%) while the others receive at least 74.8%. The high loss rate of receiver 8 makes it more difficult to conclude that its losses are dependent on the other receivers. Suppose in the extreme that receiver 8 loses all packets, then the reception of receiver 8 becomes non-random and hence it becomes independent of any random variable; the test should yield a p-value of 1 in such case. D.2 Reasons for Packet Loss Dependence The statistical tests in the previous section have shown that the losses observed by different receivers are dependent. In this section, we explore the potential causes for such dependence. To visualize the losses seen by the different receivers, we plot the sequence number of the lost packets for every receiver in Fig.10. Each red dot represents a lost (i.e., either corrupted or missing) packet. For each packet received by less than half of the receivers (8 out of 16), we draw a dotted horizontal line across the corresponding red dots. To the right of the dotted line, we note the number of receivers who did not receive that packet followed by the sequence number. The packet loss probability for trial 14 varies from 1.5% to 8% among the receivers. If the losses were independent, the chance of observing a packet lost by 8 or more receivers is extremely small. For instance, if each receiver experiences independent packet losses with the same loss probability of 8%, then the probability of 8 or more recievers losing the same packet is approximately 9.1125 × 10 −7 . In reality, we observe 14 such packets out of 500. There are two possible reasons for the losses to be dependent. First, it can be caused by interference. The CSMACA MAC protocol cannot prevent collisions when the sender cannot hear other interfering senders or if the source of interference comes from a device that does not obey the CSMA-CA protocol at all. In our case, there could have been another unknown device (possibly another hidden mote) inside the office building that is causing interference. The second possibility is that the sender node occasionally makes a mistake when encoding or transmitting a packet. We speculate that the losses are due to interference from other far away motes because the receivers often receives extraneous corrupted packets. These erroneous packets arrive randomly at the rate of about once every ten seconds even when our sender is turned off. The results are not surprising in hindsight becasue the office is a lab shared by other researchers doing sensor network research who use the same kind of motes as those used in our experiments.
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E. Other Observations Experiment X1 provides information to make several informal, yet interesting observations. First, the receiver and its surroundings seem to have a strong effect on the reception when the power level is low. When power level is high, as in X1.4, the actual sender used has only minor effects on the reception probability; the reception probability is at least 96% for all receivers. Similarly, the effects of the sender orientation are not prominent when the transmit power level is high as in experiment X1.2—every receiver receives at least 93% of packets. However, the effects of the receiver are much more pronounced when the transmit power is reduced. In experiment X1.2, the orientation of the sender changes from one trial to another. Fig. 11 shows the number of received packets of each of the receivers for different orientations of the sender 17 in X1.3. Apparently, the orientation of a sender affects the reception probability, though the relationship between reception probability and orientation is not obvious. We notice two phenomena. First, certain receivers may be at a disadvantageous position regardless of the sender’s orientation. This is evident from the poor reception of node 15 and nodes 4, 5, and 6. In X1, node 15 is within 20 cm from the wall; nodes 4 is also approximately 20 cm from the experimenter’s laptop computer; These receivers are very close to nearby objects which exacerbate multipath effects. Second, the receiver directly behind the sender seems to be receiving poorly. This phenomenon can be explained by the position of the battery pack of the sender. When a sender node faces directly away from a receiver, the battery pack of the sender is located between the antenna of the sender and the receiver. It seems that the reception deteriorates when the sender is in this orientation. Consider trial 25 of X1.3, the sender faces receiver 9 with its back directly opposing receiver 1 which records an extremely low reception probability of only 10.4%. Also consider trial 27 of X1.3, the sender faces receiver 13 with its back opposing receiver 5. In this trial, receiver 5 has an unusually low reception probability of 72.4%. Although we cannot confirm our explanation until we collect more experimental data, it seems plausible that the orientation of the sender has a strong effect on reception probability which is further exacerbated when the receiver is at a disadvantaged position such as being near a wall. Notice that the coil antenna itself is unlikely to be the cause of this directionality due to its physical symmetry. III. I NDOOR PAIRED U NICAST PACKET C ORRUPTION E XPERIMENT (X2) A. Experimental Design The goal of the second set of experiments (henceforth known as X2) is to find out if certain receivers can listen to some senders better than other receivers, and if so, are these differences due to the differences in senders, receivers, or the interaction of them. In X2, eight sender motes (S1, S2, . . ., S8) take turns sending packets to each of the receiver motes (R1, R2, . . ., R8). The receiver motes are connected to a PC allowing it to log every undecoded packet exactly as they are received from the radio. The sender and the receiver are placed on tables (5m apart) for better reception as shown in Fig.12. For each of the trials, the sender and the receiver are placed at the same position with the same orientation to prevent bias due to different environments. Receivers R1 through R8 take turns to receive packets. When the experiments begin, receiver R1 is placed in the receiver spot. Each of the 8 senders take turns sending 1280 packets to R1. Each of the sender first sends 128 packets at each of the 5 potentiometer settings (0, 20, 40, 60, and 80) and then it repeats once. Next, R1 is replaced by receiver R2, and each of the senders (S1 through S8) again take turns sending. The order of appearance of the 8 senders is randomized differently for each receiver to reduce any bias due to channel quality variation during the experiment. The process continues until all of the 8 receivers have been used. B. Data Collection and Cleaning In X2, since we capture received packets before they are decoded, we are able to find out whether a packet is lost due to corruption or missing of the start symbol. We can also find out the bit corruption pattern and bit error rate. In practice, however, given a received packet, it can sometimes be quite difficult to infer what was the original packet if the received packet is severely corrupted. Fig.13 shows the packet format in details used in X2. Each packet contains 4 bytes of fixed header, 5 bytes of variable header, 25 bytes of redundant filler body derivable from the variable header, followed by 2 bytes of CRC checksum.
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Fig. 11. Effects of the orientation of the sender on reception (X1 Trial 29, 18, 25, 27.
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Fig. 12. Arrangements of sender and receiver motes in experiment X2.



Pot. Sender Setting



Filler (24 Bytes) CRC



LSB MSB LSB MSB 127



x



x



x+1 x+2 x+3 x+4 x+5



x+23 0



Fig. 13. Packet format used in experiment X2.
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Fig. 14. Heuristic rules for inferring the original packets sent in X2.
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All packets received (corrupted or otherwise) are then processed to infer the original (uncorrupted) packet sent according to a set of heuristics shown in figure 14. At the end of this process, a packet received is classified as one of the following categories: perfect, fixed, corrected, recognized, unidentified, or others. Perfect packets are those that are not corrupted during transmission. Fixed packets are packets that are slightly corrupted but can be corrected by the code described in section II-B that can correct 1 bit and detect up to 2 bit errors for each byte (SECDED). Corrected packets are packets that cannot be decoded correctly by the SECDED code, but can be corrected by a Reed-Solomon code. Recognized packets are received packets for which we know the identity of the original packet sent with a high probability. However, such packets are corrupted beyond the error correcting capability of even the RS code chosen. Unidentified packets are packets for which we cannot confirm the identity of the original packet sent. These packets may be packets sent by us that have been corrupted beyond recognition. They can also be due to another nearby interference source that were mistaken as packets of our own. Finally, all remaining packets are classified as others. C. Data Analysis Methodology C.1 Model and Assumptions Even though we collected data for different transmission power settings, we restrict ourselves to all those packets sent at the maximum power level (POT=0) throughout this section. The same analysis can be carried out using data collected for other levels of transmission power. However, we feel that the data collected at the maximum power setting may have lower variances across different senders because the potentiometer of different senders may not be calibrated equally. We assume that for each sender i and receiver j, the probability of successfully receiving a packet is p ij . Success is defined as a packet being received free of any error. We further assume that each packet is received successfully independently. In other words, the corruption process is memoryless. As a result, the model is equivalent to a logistic regression model in which the response is the fraction of successfully received packets. This response is a random variable with a mean that is dependent on the sender mote and/or the receiver mote. Specifically, let pij be the fraction. We model the canonical regression function θ(.) = logit(p ij ) as a linear function of the predictors x1 , x2 , . . . , xp−1 : β0 + x1 β1 + x2 β2 + . . . + xp−1 βp−1



(37)



The predictors can be the sender IDs, receiver IDs, or arbitrary functions of them. Therefore, the regression function is still very flexible even though we consider only linear models. Under the model of logistic regression, one can find the maximum likelihood estimates βˆ of β using computer packages such as the statistics toolbox of Matlab. Since the node IDs are meaningless, we can renumber the sender and receiver motes without loss of generality. In the following analysis, we sort the different senders according to the total number of successful packets sent by these senders summed over all receivers. The worst sender is given the rank of 1 while the best sender is given a rank of 8. Similarly, we sort the different receivers according to the total number of successful packets received by them. The worst receiver is given the rank of 1 while the best is given a rank of 8. From now on, we will use the sender rank as the sender ID and receiver rank as the receiver ID. The renumbering allows us to associate the IDs with the “goodness” of a particular sender or receiver. It will also make the graphs in later sections more readable. C.2 Test for the Lack of Relational Effects We consider the question of whether the differences in the success probabilities is due to any interaction of the sender and receiver between the sender and receiver nodes. Slight differences in the clocks and frequencies between the sender and the receiver might cause such interaction. Here, we propose a simple model that rules out interaction and test its validity using the collected data. One such simple model is one in which a packet is received successfully if the sender correctly transmits a packet and the receiver properly decodes the packet independently. In this model, the success probability pij is a product of the probability of the sender i correctly transmitting a packet (p i ) and the probability of receiver j properly decoding the packet (qj ). We use one form of likelihood ratio test called the goodness-of-fit test to test whether the simple model is adequate. The null hypothesis is p ij = pi × qj versus the alternative hypothesis that pij = πij where πij = # packets received by j/# packets sent by i. Here, we will state the applicable formulae for the likelihood ratio test under the model of logistic regression without proof. Please refer to p.738 of [1] for a derivation of the formulae. In summary, D which equals twice the log-likelihood ratio is:
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h i ˆ − l(θ0ˆ(.)) D = 2 l(θ(.))  X π ˆ (xk ) 1−π ˆ (xk ) =2 Yk log + (nk − Yk )log πˆ0 (xk ) 1−π ˆ0 (xk ) k



where k ranges over all possible sender/receiver pairs, and nk = # packets sent in the k-th sub-experiment = 256 Yk = # packets received successfully in the k-th sub-experiment ˆ k )) exp(θ(x π ˆ (xk ) = ˆ k )) 1 + exp(θ(x exp(θˆ0 (xk )) π ˆ0 (xk ) = 1 + exp(θˆ0 (xk )) Under the model of logistic regressions, D has a chi-square distribution with p − p 0 degree of freedom where p is the degree of freedom associated with the model in the alternative hypothesis H 1 and p0 is the counterpart of the null hypothesis H0 . In the goodness-of-fit test, p equals 64 and p0 equals 16. We therefore reject the null hypothesis at the significance level of α if D > χ2p−p0 ,1−α . The corresponding p-value is 1 − χ2p−p0 (D). D is calculated to be 607.7033 which is very large and the p-value is 0. It leads us to reject the null hypothesis. D. Data Analysis Results The analysis in Section III-C.2 causes us to reject the null hypothesis easily. And since the p-value is so large, we might be led to think that the seemingly reasonable model of packet losses has no merit at all. Upon closer investigation, however, we realize that our assumptions of i.i.d. packet losses may not be valid. Recall that in our experiment, each sender sends 128 packets at one particular power level to each receiver twice. It takes about 12 seconds to send 128 packets. Two trials at the same power level are separated by trials at other power settings for approximately 60 seconds. Unless the channel varies significantly over time scales of at least a minute, one expects the results of the two trials to be very similar. In reality, however, the results of the two trials are very different. The success probability is .3852 pooling together all senders and receivers for the first trials. The success probability is .4686 for the second trials at the maximum power level. Given that the number of packets sent per trial is large (over 8000), there is a reason to believe that there is some systematic error in our experiments. One possible cause of the problem is that right before the first trial starts, the experimenter must first turn on the sender, set it on a table, and walk away. During the first few seconds of the first trial, it is possible that the experimenter is causing more interference and hence lowering the success probability. The large difference in the success probability (.4686 − .3852 ≈ .0835) gives us a new perspective to view the data. Earlier, we rejected the hypothesis that the success probability is a product of the “goodness” probability of the sender and the “goodness” probability of the receiver. However, the absolute difference between the observed and predicted success probability is no more than 0.075 for any pair of senders and receivers, which is less than the average difference between the observed probability in the first and the second trials. In the following analysis, we try to put these numbers into perspective. Let P ij and π ˆij denote the observed and predicted success probabilities for sender i and receiver j. We also define Pij1 and Pij2 to be the observed success probabilities for the first trial and second trial. (Note, Pij = (Pij1 + Pij2 )/2 since each trial has the same number of packets.) Let P¯ equal the total number of packets sent divided by the total number of packets received. We can express the total variation of the data, also known as the total sum of squares (TSS) as a sum of the within sum of squares (WSS), lack-of-fit sum of squares (LSS) and fitted sum of squares (FSS). WSS measures the variation across the two different trials. FSS and LSS measures ability and inability of the model to fit the observed data respectively.
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Fig. 15. Arrangements of sender and receiver motes in X3.
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LSS =T SS − W SS − F SS=0.3377 (Note ˆij is the maximum likelihood estimate but not the least-square estimate of µ ij , hence LSS is not exactly P ¯that µ ( P − µ ˆij )2 .) As evident from the breakdown, TSS is dominated by WSS which suggests that there is too much ij ij noise in our experimental data. Without further investigation, it is therefore inappropriate to reject the null hypothesis. Clearly, more experimental data are required to test the hypothesis. IV. O UTDOOR B ROADCAST PACKET C ORRUPTION E XPERIMENT (X3) A. Experimental Design The goal of the third set of experiments (X3) is to find out the packet corruption behavior in an outdoor environment. In X3, there are either 4 or 8 receivers arranged in a circle with the sender in the middle as shown in Fig.15 The senders and the receivers are placed on the ground in an outdoor tennis court to minimize reflection of signal from nearby objects. The experiment was carried out at night to minimize the possibility of external interference. Each of the receivers is at least 1m from any nearby objects to minimize multipath effects. In the first subset of this experiment (X3.1), receivers R1 through R8 are arranged in a circle. Senders S1 through S6 take turns to broadcast packets. Sender S1 sends out 128 packets at each of the 5 potentiometer settings (0, 20, 40, 60, 80) and then repeats itself three times before S2 begins. In other words, each sender sends out 128 × 5 × 4 = 2560 packets. This process continues until all 6 senders have taken turns to send. Each of the receivers is connected to a laptop computer that records each received packet before they are decoded and checked for error. The packet format and encoding used is the same as that described in X2. The first design variable of the X3 is the number of receivers. Ideally, we would like to have as many receivers as possible. In reality, each node can hold at most 4629 undecoded packets in its 4Mb non-volatile memory, thereby requiring us to download stored packets from each receiver over 70 times during X3. We chose to connect each receiver to a separate laptop for realtime logging instead. However, since each receiver must be connected to a laptop, it becomes impractical to have more than a few laptops. In X3, there are either 4 or 8 receivers. The second design variable is the distance between the sender and the receiver motes which can be 2m, 4m, 6m, or 8m. At 2m, the reception is good, but
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at 8m, the reception is very poor even at the highest transmission power. The third design variable is the sender mote used. The fourth design variable is the orientation of the sender mote. Experiment Subset X3.3 X3.4 X3.5 X3.6 X3.7 X3.8 X3.9 X3.10 X3.11 X3.12



No. of Receivers 8 8 4 4 4 4 4 4 4 4



Distance(m) 2m 4m 4m 8m 6m 2m 8m 8m 8m 8m



Senders S1 to S8 S1 to S8 S2 to S5 S2 to S5 S2 to S5 S2 to S5 S2 S2 S2 S2



Receivers R1 to R8 R1 to R8 R1, R2, R4, R8 R1, R2, R4, R8 R1, R2, R4, R8 R1, R2, R4, R8 R1, R2, R4, R8 R1, R2, R4, R8 R1, R2, R4, R8 R1, R2, R4, R8



Sender Orientation N N N N N N N S E W



B. Data Collection and Cleaning In X3, we capture received packets before they are decoded as in X2 because we would like to understand how each received packet is corrupted. However, the algorithm used in X2 to classify packets is not sufficient for X3 because we are interested in in more than just classifying a packet; we are interested in identifying packets even when they are corrupted. Two problems arise: first, some packets may be so corrupted that their headers are no longer identifiable. Second, some packets are simply missed completely by the receivers. If the receiver receives less packets than what the sender sent, it can be difficult to identify which received packet corresponds to which packet sent after the packets have been severely corrupted. Fortunately, since X3 was carried out outdoors and at night, the receivers receives almost no extraneous packets when our sender is turned off, in sharp contrast to the indoor experiment X1. Due to these new requirements, a new packet matching algorith is used to process the list of received packets in X3. B.1 Packet Matching Algorithm The packet matching algorithm for X3 matches each received packet against the list of known packets that were sent based on the similarity between a transmitted packet and a received one. There are many ways to define the similarity. For instance, the similarity between a received packet and its purported original packet can be defined based on the number of equivalent bytes between the two. We will defer the description of the actual similarity metric after the introducting of the packet matching algorithm. Conceptually, the matching algorithm goes through the list of received packets and the list of sent packets in iterations. In the first iteration, it matches those perfectly received packets to their originals. Because each packet sent is unique, perfect packets can be matched easily without any ambiguity. In the second iteration, it matches those received packets that are not perfect, but are very close to the original packets. These new matches must be made such that no packets are matched out of order with respect to the original sending order. One iteration after another, the algorithm gradually reduces the degree of similarity required for declaring a match. The proces stops when either all packets have been matched, or until no more packets can be matched because those remainging packets are simply too corrupted to match any of the originals. The minimum similarity threshold required to declare a match can be adjusted based on the tolerable probability of a false match (i.e. a packet that is matched to an incorrect original.) As an optimization, our algorithm combines the multiple iterations into only two passes by carefully bookkeeping. During the first pass, each received packet is matched against a list of sent packets. If the similarity of the received packet r and an original packet s exceeds a certain threshold for match level i, then we say r matches s at level i. As we search forward in time, the earliest packets that matches r at the different levels are stored. This look ahead is limited by a parameter called range so that the search terminates within a reasonable time if the received packet is too corrupted to match any packet sent. As the search progresses, we guarantee that the original packet matched at level i of received packet r always appear later than the original packet matched at level i or below (i.e., more similar) of all packets received before itself (r). During the second pass, the received packets are examined in a reverse chronological order. The best matching original packet (i.e., lowest level) that does not cause packets to be matched out of order is confirmed as a match.
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The pseudo code for matching is as follows: // // // // // // //



orig[0..s..n_orig-1] stores the s-th original packet recvd[o..r..n_recvd-1] stores the r-th received packet recvd[r].link[i] stores pointers to the earliest matched packets at a particular level. range[i] limits the search of packets into the future for match level i thres[i] determines the min similarity score for a match



// Step 1: Search forward in time to find matches at various // similarity (match) levels for each packet sent. // Initialize such that prev[i] stores the index of // the latest packet matched at level i. prev[0...NUM_MATCH_LEVELS-1] = -1; // for each received packet for (r=0; r < n_recvd; r++) { // find its original packet sent for (s=prev[0]+1; s prev[i] && s < prev[i]+1+range[i] && score >= thres[i] && recvd[r].link[i]==-1 ) { recvd[r].link[i] = s; // move the search starting point markers prev[i .. NUM_MATCH_LEVELS-1] = s; } // end if within the search range, and score is above thres } // end for each level } // end for each packet sent } // end for each packet recvd // Step 2: Resolve match conflicts by working backwards in time. // next[i] keeps the location of the next match at level i next[0..NUM_MATCH_LEVELS-1] = n_orig; for (int r=n_recvd-1; r>=0; r--) { // update the best match for each of the match levels for(int i=0; i
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from the lower order byte of the sequence number, followed by 2 bytes of CRC checksum. (Please refer to Fig.13 for details.) We choose not to define the similarity between 2 packets based directly on the number of byte matches because our packets contain a lot of redundancy. For instance, any two packets with the same lower order byte in their sequence number would have at least 29 matching bytes. We assign the similarity score based on the assumption that each of these pieces of information are corrupted more or less independently. Furthermore, we assume that the CRC bytes are more random than the other bytes of the packet and hence it is unlikely for a corrupted packet to match the CRC bytes of other originals. We use the following heuristics to assign match scores to a pair of source and received packets: we add 1 point to the match score for each of the following conditions met: 1. The power setting (POT) byte matches. 2. The higher order byte of the sequence number matches. 3. The lower order byte of the sequence number matches or at least 3 out of 25 bytes of redundant filler match. 4. The sender byte matches. 5. The higher order byte of the CRC checksum matches. 6. The lower order byte of the CRC checksum matches. 7. Both bytes of the CRC checksum match. The match score between two packets is therefore between 0 and 6. We decided to use 4 match iterations/levels instead of 7 for speed reasons. The threshold scores for matching at levels 0,1,2,3 are 6, 4, 3, and 2 respectively. The search ranges are 1000, 1000, 250, and 250 packets respectively for each of the levels. No two distinct uncorrupted packets should ever match with scores 4 or above, and hence the search range is large. Notice that no two packets that are sent less than 256 packets apart should match with a score of more than 2. C. Data Analysis Methodology By analyzing the results in X3, we would like to answer two questions: (a) what is the breakdown of the severity of corruption, and (b) whether the packet losses observed by two broadcast receivers are independent. To look at the first question, we classify each packet sent into 7 different categories listed in approximately the order of severity: Severity Level 1



Category



2



Unknown



3



Fixable



4



Body Corrupted



5 6



Header Corrupted ≤ 18 byte errors



7



> 18 byte errors



Perfect



Definition



Color Code



Each bit of the undecoded packet (36×3 bytes) is received correctly. The packet is either never received, or so corrupted that it cannot be matched to any original packet. It is very difficult, if not impossible, to distinguish between these two cases. The packet can be corrected by a simple SECDED parity code that can correct one bit error for each of the 36 bytes of the packet. From now on, we describe a byte as fixable if it can be corrected by this SECDED parity code. The 9 bytes packet header is fixable but the remaining 27 bytes body is not. The 9 bytes packet header is not fixable but the body is. Both the header and the body contain errors but at least half of the bytes in the packet are fixable. More than half of the bytes in the packet are not fixable



Dark blue Sky blue



Aquamarine



Green Yellow Orange Red



D. Data Analysis Results D.1 Experiment X3.3 In this section, we plot the breakdown of the severity of corruption into each of the 7 categories. Fig.16 to Fig.20 shows the breakdown of packet corruption levels for experiment X3.3. There are 8 receivers arranged in a circle with
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8 different senders sending one after another. Each sender sends a total of 256 packets at each of the 5 power settings ranging from POT=0 (highest power) to POT=80 (low power). Each figure corresponds to the result at one particular power setting. It consists of 8 by 8 color bars, one for each sender and receiver combination. Each color bar consists of 7 color layers representing the number of corrupted packets at each of the 7 severity level described in section.IV-C. To the right of each figure is a legend with 7 colors (i.e., navy blue, sky blue, aquamarine, green, yellow, orange, red) representing, respectively, the 7 different severity levels as defined in IV-C. We can draw a few conclusions from the graphs. First, notice that the sky-blue color is almost non-existent which means two things. First, the start symbol detection works quite well and very few packets were lost due to missing start symbols at this short distance (2m). Second, our packet matching algorithm also works very well in this case; practically every received packet was matched successfully. Strangely, the performance of different receivers differ significantly from each other. Receiver R8 receives almost every single packet perfectly while Receiver R7 is having trouble even at the highest power setting. Perhaps more surprisingly, receivers R7, R1, and R4 all seem to be suffering from a lot of corrupted packet headers (see the large fraction of yellow). Because the header is 9 bytes in length which is much shorter than the 27-byte body (including the CRC checksum), one would expect to see more packets with a corrupted body than with a corrupted header if each byte of the packet is corrupted with equal probability. In reality, receivers R1, R4, and R7 lose most of their packets due to a corrupted header. This strange loss behavior does not seem to be related to a particular sender because when the problem happens, it does not affect all receivers equally. For instance, when senders S1, S2, S3, and S4 are sending, only receiver R7 is affected. Furthermore, for every receiver that suffers from this problem, it suffers from it when paired with more than one sender. We therefore hypothesize this problem is rooted in specific receivers. However, it is not clear which part of the receiver is at fault. A receiver node is composed of a receiving mote seated on an adapter board that is connected to a laptop computer via a serial cable. We do know, however, that this problem is not persistent. As we see in the case of receiver R7, the problem disappears completely when sender S5 replaces S4. We also notice that the problem gets worse if the sender reduces its transmission power as evident in the increase in the height of the yellow bar as the power level decreases. Due to these unexpected errors, we suspect there exists systematic error either in the data collection process or in the program of the receiver mote. D.2 Experiment X3.4 To confirm that the problems we saw in the previous section is not particular to experiment X3.3, we plot the breakdown of the severity of corruption into 7 categories for X3.4 as well. The setup for X3.4 is similar to that of X3.3 except that the receivers are at a distance of 4m, instead of 2m, from the sender. Fig.21 to Fig.25 shows the breakdown of packet corruption levels for experiment X3.4 at 5 different power levels. One of the receiver computer runs out of battery right before sender S8 finishes. Therefore the experiment ends early using only senders S1 through S7. In general, the graphs for X3.4 resembles those for X3.3. Unfortunately, since the number of packets that are missing or unmatched is so high that it becomes meaningless to analyze the data further. D.3 Loss Indepedence In this section, we visualize the losses for senders 5 and 6 in experiments X3.3. Senders 5 and 6 were chosen because every receiver seems to hear them quite well. None of the receivers receive excessive number of packets corrupted in the header. Fig.26 shows the packet losses seen by each of the receivers when sender 5 is sending in X3.3 at various power levels.. As one expects, the packet loss rate increases as the power decreases (POT setting increases). It seems that the correlation of losses also increases when the power decreases. Fig.27 shows the packet losses seen by each of the receivers when sender 6 is sending in X3.3 at various power levels.. These graphs are very similar to Fig.26. Clearly, the packet losses seen by different receivers are dependent. V. C ONCLUSION Results from X1 and X3 indicates that packet losses seen by different receivers in a broadcast network can be high correlated with each other. This seems to be true for both indoor and outdoor environments. The reasons for such dependence is unclear, however. One possible reason is that the receivers are both subject to the same interfering source and hence see correlated losses. Another possibility is that the receiver sometimes mis-shapes the packets and causes multiple receivers to lose the same packet.
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Fig. 16. Packet corruption breakdown in X3.3, POT=0.
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Fig. 17. Packet corruption breakdown in X3.3, POT=20.
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Fig. 18. Packet corruption breakdown in X3.3, POT=40. 200 100 0
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Fig. 20. Packet corruption breakdown in X3.3, POT=80.
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Fig. 19. Packet corruption breakdown in X3.3, POT=60.
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Fig. 21. Packet corruption breakdown in X3.4, POT=0.
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Fig. 22. Packet corruption breakdown in X3.4, POT=20.
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Fig. 23. Packet corruption breakdown in X3.4, POT=40. 200 100 0
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Fig. 25. Packet corruption breakdown in X3.4, POT=80.
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Fig. 24. Packet corruption breakdown in X3.4, POT=60.
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Fig. 26. Packet loss pattern in X3.3, Sender 5. Experiment X3.1 Sender=6, POT=0
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Experiment X2 suggests that one should not assume that all senders and receivers are of equal capability even though they have identical hardware and software. These variations can explain why certain sender/receiver pairs communicate particularly well compared to other pairs even at equal distances. This can also explain why measured reception probability can have a very high variance even at a fixed transmission distance. The results suggests that one should model the differences among senders and receivers in analysis and simulation studies. The goals of this work is to carry out a set of experiments designed to understand the packet loss charateristics in a wireless broadcast network. The results of the experiments can then guide the design of an efficient broadcast protocol for a wireless sensor network. In this section, we revisit the three questions raised in the introduction section I-A and summarize our findings. A. Dependent Packet Losses in a Broadcast Network The dependence or independence of packet losses among different receivers of the same broadcast packet affects the choice of retransmission strategy for a reliable broadcast protocol. Experiment X1 and X3 was designed to test whether packets losses are dependent in indoor and outdoor environment respectively. We derived a specailized likelihood ratio test to validate the hypothesis of independent losses. In the indoor experiment X1, there is overwhelming evidence that packet losses experienced by different receivers are dependent. In other words, different receivers are likely to see simultaneous losses. Therefore, broadcast protocols that depend on the assumption of independent losses are unlikely to work well in practice. The design of such protocols should take into consideration that nearby nodes are likely to experience losses of the same packets. In the outdoor experiment, we did not conclude from the statistical tests because we suspect a systematic error in our setup/hardware that renders some of the data unreliable. However, for the fraction of data that seem to be free from corrupted headers, we visually inspected the data and found the packets losses to be clearly dependent. The extent of dependence increases as one further reduces the transmission power. We hypothesize that the losses are dependent because they are caused by external interference or noise shared among different receivers close to each other. In an indoor environment, the source of noise is likely to be hidden nodes that are transmitting. Nowadays, as more and more devices are equipped with wireless communication capabilities, the allocated spectrum becomes increasingly crowded. As a result, the packet losses are also becoming more dependent. In outdoor environments, teh source of noise can be long range wireless devices such as two-way voice radios, cellular phones, or high power motor/generators such as those found in vehicles. In both indoor and outdoor environment, a receiver lose a packet whenever the random interference/noise strength reaches a certain fraction of the received signal strength. As the received signal strength decreases, the receivers experience more frequent and dependent losses because. B. Variation Among Senders and Receivers In experiment X2, we investigated whether senders and receivers are homogeneious. Eight senders and eight receivers are placed at exactly the same positions for pair-wise testing. Despite that the apparently identical hardware and software, different sender and receiver pairs exhibit highly variable packet loss probabilities in the same environment. We found out that certain senders seem to perform better than others regardless of the receiver partners. The same holds for certain receivers. However, our attempt to model the link receive probability as a simple product of the sender probability and the receiver probability failed. In experiment X3, we also discovered that different receivers receive packets with a very success probability even at a short distance (2m) in an outdoor environment. In summary, we found out that different senders and receivers can vary significantly in performance. Generally, a good sender and a good receiver make a good link, but the dependence is not a simple relationship. In actual deployment, we expect the performance gap among nodes to widen because of the differences in the surroundings of the nodes. Protocol designers should exploit the differences among the nodes or their environments to increase the performance of the protocols. C. Severity of Packet Corruption A third question was raised in the introduction about the typical severity level of packet corruption in a sensor network. We introduced an efficient algorithm that matches corrupted packets to their originals in two passes. Using the data collected in the outdoor experiment X3, we categorized each packet into 7 levels of corruption. We discovered a strange problem that causes a large numer of packets to have a corrupted header. While the exact cause
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of this problem is unclear, we hypothesize that the problem is rooted in specific receivers. Apart from the unexplained header corruption problem, we see that packet corruption is a severe problem even in an outdoor environment. Due to the large fraction of received packets corrupted in more than half of the bytes, adding more redundancy within a packet will not be very helpful in such case. Perhaps not surprisingly, our experiments show that the packet loss behavior in a broadcast sensor network can deviate significantly from ideal assumptions. For example, packet losses among different receivers are highly correlated, both indoors and outdoors. Furthermore, one cannot assume senders and receivers perform equally even though they use supposedly identical hardware and software. Finally, due to the stringent physical and power requirements of sensor nodes, wireless links between them are very error prone. Our experiments show that links with loss probabilities of up to 80% are quite common. Because of the abundance of noisy links, any protocol running over a sensor network should find new ways to use these links instead of ignoring them. R EFERENCES [1] [2] [3] [4]
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