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Several Algorithms for Finite-Model Adaptive Control Partial answers to finite-model adaptive control problem



Abstract Finite-model adaptive control problem is studied for a class of discrete-time nonlinear uncertain systems. This problem is motivated by recent efforts on the capability and limitation of feedback mechanism and has the characteristics of “essentially” finite internal uncertainties. To solve this type of problems, based on different ideas, we introduce several approaches, controller falsification, controller combination, and pseudo-parameter estimation, to design the feedback control law and rigorously establish the stability of closed-loop system for several typical algorithms in these approaches. Our results show that, under reasonably weak conditions, there exist capable feedback control laws dealing with the finite internal uncertainties of system. These results together with related results in companion papers provide partial answers to the finite-model adaptive control problem and may lead to deeper understanding on the capability of the whole feedback mechanism.
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1 Introduction 1.1 Problem Formulation In this paper, we study discrete-time finite-model adaptive control problem, which is also studied in the companion papers [16] and [17]. For convenience of reading, we shall briefly introduce the problem in the sequel and discuss some existing work on similar problems in later parts. We consider the following general first-order discrete-time system



yt+1 = H(yt , ut , wt+1 )



(1.1)



where {wt } is the noise sequence, {ut } is the sequence of control signals, and {yt } is the sequence of output signals. We can use the information provided from the history up to time t to design control signal ut , that is to say, ut can be a causal function of {yt , yt−1 , · · · , y0 , ut−1 , · · · , u0 }: ut = ht (yt , yt−1 , · · · , y0 , ut−1 , · · · , u0 ).



(1.2)



Obviously, the structure of the system is completely determined by function H . The purpose of designing control law is to make the closed-loop system stable in some sense. When function H is known, the controller design is relatively easy; hence we shall consider the non-trivial cases where function H is unknown. Denote by H the set of all possible choices of function H . Obviously, the “size” of H describes the internal uncertainties of the system. Generally speaking, the larger the “size” of H is, the more difficult the design of globally stabilizing controllers may be. In this paper, we will study only cases where H is “essentially” finite. More precisely, the following two types of problems will be considered: Problem I : The set H contains only finite known functions, i.e. H = {H1 , H2 , · · · , HM }, where Hi (i = 1, 2, · · · , M ) can be arbitrary functions describing possible plant structure. Then, several questions arise naturally — Can we always find a feedback control law which guarantees the stability of closed-loop system? Or under which conditions can we always find a feedback control law which guarantees the stability of closed-loop system? Problem II: This problem is similar to Problem I except that the set H contains infinite many functions, however H can be “covered” by finite known functions. That is to say, there exists a finite set H0 = {H1 , H2 , · · · , HM } ⊂ H such that for any function H ∈ H, there exists a corresponding Hi ∈ H0 which
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satisfies ρ(Hi , H) ≤ r



(1.3)



where function ρ(·, ·) defines a kind of “distance” and r is a constant. In this case, we are also concerned with the same questions as in Problem I and we hope to know the answers to them. Intuitively, we can understand these problems from the following aspect: the real system can be exactly (Problem I) or inexactly (Problem II) described by one of M known models, (here each model is represented by a nonlinear function Hi ), but we don’t know which one is suitable to describe the real system. We want to know: Does the stabilizing control law exist? And how to design the feedback law? In no doubt there are many instances like Problem I and Problem II in practice, thus it is valuable to study Problem I and Problem II theoretically. Once proper feedback control laws solving Problem I and Problem II are shown to exist, then, they may be utilized further in practice applications. In this paper, both Problem I and Problem II are termed as finite-model adaptive control problem, where finiteness of models (or candidate controllers) plays important role in the theoretical analysis .



1.2 Feedback Capability and Limitation



The problems formulated above are mainly motivated by recent research on the capability and limitation of the feedback mechanism, which will be abbreviated by FCLP for simplicity in the following. As pointed out in [10], feedback, the most important concept in control, is a fundamental principle when dealing with uncertainties in complex dynamic systems. The uncertainties of a system are usually classified into internal (structure) and external (disturbance) uncertainties. To deal with these uncertainties, we design feedback control law by making use of posterior information to reduce the influences of the uncertainties on control systems. Therefore, two of the fundamental questions in control theory are: How much uncertainty can be dealt with by feedback? What are the limits of feedback? Here by feedback we mean the whole feedback mechanism, not restricted in specific class of feedback laws. For convenience, denote by U and F the set of all possible feedback laws and the set of uncertainties, respectively. The main goal of research on FCLP is to understand deeply the relation of U and F . In FCLP, we are especially concerned with how the plant structure (nonlinearity) quantitatively (e.g. size of F , nonlinear growth rate, etc.) influences the stabilizability of the
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uncertain plant, hence we mainly focus on nonlinear plants with some structure characteristics and we do not restrict ourselves in a specific class of control laws. In the framework above initiated by Guo (see [10] for a brief survey), theoretical rigorous quantitative results on FCLP just appeared in the past decade (see [9; 10; 15; 18; 19; 27; 28; 29; 30; 31; 32]). For example, in [9] for a class of typical nonlinear system with unknown parameter yt+1 = θytb + ut + wt+1



(1.4)



it is proved that b = 4 is the critical value of the complexity index for stabilizing the system; for nonparametric cases, in [29] a class of non-parametric discrete-time system with unknown internal structure yt+1 = f (yt ) + ut + wt+1



(1.5)



is considered, and it is proved that the maximum structure uncertainty that can be dealt with by feedback √ mechanism lies in a ball with radius 3/2 + 2 in a functional space with Lipschitz norm. However, we notice that in all the existing results mentioned above, the considered uncertainty set F contains infinite many functions without exception. This motivates us to study the following interesting question: How about the capability or limits of feedback mechanism when the uncertainty set F just contains finite many functions? This question results in the formulation of Problem I, and Problem II is natural extension of Problem I. Hence theoretical study on Problem I and Problem II is of value not only for applications but also for understanding deeply the relation of F and U .



1.3 Existing Related Work For general nonlinear systems, to the best knowledge of the author, comprehensive answers to Problem I and Problem II do not turn up yet, though similar or related problems, which are mainly motivated from practical and theoretical background of switching control and nonlinear parametric systems rather than theoretical study on capability and limitations of whole feeback mechanism, have been involved in the literature for some special systems (see e.g. [2; 3; 4; 5; 6; 25] and references in companion papers [16] and [17]). For example, in supervisory switching control, a recently emerged area, the main goal is to construct switching laws between a bank of candidate controllers such that the switching laws have good properties such as finite switchings. One widely used idea in supervisory switching control is the so-called “controller
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falsification” (see e.g. [2; 22]), which has also been systematically investigated by several researchers including Anderson, Hespanha, Morse and Safonov [1; 14; 23; 24; 26]. This approach makes it relatively easy to establish theoretical stability results under weak conditions; however, existing work seldom addressed the disadvantages of this approach, which will be discussed in this paper by a simple algorithm based on the idea of controller falsification. Besides the idea of controller falsification, switching laws can also be constructed via minimizing a performance index (or called cost function) at each time step. Previous efforts in this thread (e.g. [11; 13; 21]) mainly focus on constructing switching algorithms with finite switchings [21] or finite (average) dwell time [11] for parametric linear systems. However, we need to point out that, to keep the adaptability and to deal with unbounded noise, possibly infinite switchings are necessary in some scenarios. Some discussions on this issue may also be found in this paper and companion papers [16; 17]), where a class of nonlinear systems are of our interests. In this paper, noticing that previous work seldom addressed other possibilities of utilizing candidate controllers instead of switching between candidate controllers, we will propose and investigate other methods for finite-model adaptive control problem, which are our main work in this contribution. These discussions together with the discussions on controller falsification, plus the discussions given in [16; 17], can provide a big picture of various answers to finite-model adaptive control problem, which hints us, from the point of view of FCLP, an affirmative answer to the stabilizability problem in the presence of essentially finite internal uncertainties.



1.4 Organization of This Paper



To solve problems like I and II, we introduce several simple algorithms and analyze the stability of them respectively in this paper. Other algorithms for Problem I and Problem II, which generalize traditional leastsquare (LS) algorithm and weighted-least-square (WLS) algorithm, are proposed and studied in [16] and [17], respectively, where the different ideas of controller switching are utilized. In this contribution, we will discuss other typical ideas including controller falsification, controller combination and pseudo-parameter estimation.
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The remainder of this paper will be organized as follows: preliminary stability concepts and notations used in this paper are presented first in Section 2; then, in Sections 3, 4 and 5, to solve Problem I and Problem II, according to several different ideas, i.e., controller falsification, controller combination, and pseudo-parameter estimation, we will introduce and discuss several simple yet typical algorithms, which are shown to have different stability properties by different proof methods; in Section 6, based on theoretical results obtained in Sections 3—5 and companion papers [16; 17], a brief summary of our work on finite-model adaptive control is given, which tries to give partial answers to Problem I and Problem II; to verify the effectiveness of proposed algorithms and compare different features of these algorithms based on different ideas, simulation results of these algorithms for the same plant are given in Section 7, which indicate the necessity of choosing proper algorithms to fit different demands; finally, we briefly summarize this paper and give some concluding remarks in Section 8.



2 Preliminaries The following basic concepts of stability will be used throughout this paper: Definition 2.1 System yt = F (yt−1 , wt ) is said to be bounded input bounded output stable (BIBO stable) if the output sequence {yt } is bounded provided that the noise (input) sequence {wt } is bounded. Definition 2.2 System yt = F (yt−1 , wt ) is said to be stable in p-th mean if the output sequence {yt } of system is bounded in sense of p-th mean, i.e. lim sup T1 T →∞



T P



|yt |p < ∞



(2.1)



|wt |p < ∞.



(2.2)



t=1



provided that the noise (input) sequence {wt } satisfies lim sup T1 T →∞



T P t=1



Definition 2.3 System yt = F (yt−1 , wt ) is said to be robust stochastic stable if the output sequence {yt } satisfies sup Eyt2 < ∞. t



under some statistical condition on noise {wt }.



(2.3)
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To study finite-model adaptive control problem, we introduce the following “distance” function: ρ˜(g, g 0 ) = lim sup 0


|g(x)−g 0 (x)| . |x|



And for convenience, ρ˜(g) is defined as ρ˜(g, 0), i.e. lim sup 0


|g(x)| |x| .



Note that ρ˜(g, g 0 ) =



0 does not imply that g 0 = g , hence ρ˜(·, ·) is in fact a pseudo-distance function yet.



Without loss of generality, we consider only state feedback control laws utilizing one step information. Obviously, to solve Problem I and Problem II, we need the following essential assumption: For each model (i)



Hi , there exists a corresponding controller ut = Ki (yt ) such that the closed-loop system for model Hi with



controller Ki , i.e. yt+1 = Hi (yt , Ki (yt ), wt+1 )



(2.4)



is stable. The necessity of this assumption is obvious because the true plant H can happen to be any model. For the unknown true plant H , we define ∆



Fi (x, w) = H(x, Ki (x), w)



(2.5)



∆



(i) consequently, at step t, applying control signal ut = Ki (yt ) will result in



yt+1 = Fi (yt , wt+1 ).



(2.6)



To solve finite-model adaptive control problem, our basic idea is to design an adaptive control law utilizing the known candidate controllers {K1 , K2 , · · · , KM }. For simplicity, we only discuss systems with additive noise, and for such systems, Fi (yt , wt+1 ) can be simplified as Fi (yt ) + wt+1 , where Fi (yt ) depends only on yt (meaning of Fi can be judged by number of arguments without confusion).



In later parts, for convenience of study, we mainly consider the following nonlinear systems yt+1 = f (yt ) + g(yt , ut ) + wt+1



(2.7)



where function f ∈ F is unknown and function g is known. One special case of system (2.8) is the so-called affine system yt+1 = f (yt ) + g(yt )ut + wt+1



(2.8)



where function f ∈ F is unknown and function g is known. For system (2.7), let F0 = {f1 , f2 , · · · , fM } denote the set of models, then we have Fi (yt , wt+1 ) = f (yt ) + g(yt , Ki (yt )) + wt+1 = Fi (yt ) + wt+1 .



(2.9)
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Note that since function f is unknown for the true plant, at time t, we cannot calculate Fi (yt , wt+1 ) directly; however, with the specific structure of system (2.7), at time t, f (yt−1 ) + wt = yt − g(yt−1 , ut−1 )



(2.10)



is available, hence, for all i = 1, 2, · · · , M , Fi (yt−1 , wt ) = yt − g(yt−1 , ut−1 ) + g(yt−1 , Ki (yt−1 ))



(2.11)



can be obtained at time t. We will design adaptive controller based on the history information, especially {Fi (yj , wj+1 ), j < t, 1 ≤ i ≤ M }.



Example 2.1 Let us take a simple example. Consider the following uncertain system yt+1 = f (yt ) + ut + wt+1



(2.12)



where f ∈ F is an unknown function which completely characterizes the structure of the plant. Suppose that we have M models ∆



F0 = {f1 , f2 , · · · , fM }.



(2.13)



yt+1 = fi (yt ) + ut + wt+1



(2.14)



Obviously, for the model fi , i.e.



∆



(i) we can take ut = Ki (yt ) = −fi (yt ). Hence, for the true plant, we have



Fi (yt , wt+1 ) = f (yt ) − fi (yt ) + wt+1 .



(2.15)



Note that generally speaking, stabilizing control law Ki for model fi may not stabilize another model fj (j 6= i). Hence, when the true plant is unknown, we do not know which candidate controller is feasible for the true plant and the stabilization problem for the unknown plant is nontrivial, even though system (2.12) looks like a toy system. Throughout this paper, we always assume that functions Fi (x) (i = 1, 2, · · · , M ) are locally bounded, that is to say, Fi (x) is bounded for bounded x. This basic assumption is not restrictive at all, thus we will not mention it later. In later parts, to answer Problem I and Problem II, we will investigate several typical algorithms, which are designed in different approaches. Different ideas are used in these algorithms, and consequently these
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algorithms may have different performance, robustness, transient behavior or computation cost. Thus, in general, we may need different algorithms in different cases. Roughly speaking, adaptive controllers utilizing a bank of known candidate controllers can be classified into three catalogues: 1. Switching between candidate controllers: In this approach, switchings can be given by the ideas of controller falsification [1; 14; 23; 24; 26] and/or minimization of a performance index [16; 17; 20; 26]. Other ideas of constructing switching sequence can be also found in the literature [12; 13; 21]. 2. Combining control signals of candidate models: In this approach, the weights used for the candidate models can be adjusted to reflect how each model is close to the true plant based on the history information. One typical algorithm in this approach will be introduced in Section 4. 3. Estimating the unknown pseudo-parameter: In this approach, the true plant is regarded as combination of known models, and the corresponding weight vector is regarded as pseudo-parameter to be estimated by existing recursive identification algorithms. One typical algorithm in this approach will be introduced in Section 5.



3 Approach Based on Controller Falsification In this section, we shall discuss the approach based on controller falsification. From a simple algorithm based on this idea, we try to analyze its advantages and shortcomings.



3.1 Algorithm 3.1: Basic Idea and BIBO Stability The basic idea of this approach is that the controllers corresponding to each model are tried in a certain order, and the controller switching will occur when the current controller is detected to be the false one by testing certain conditions which a matched controller must have. This idea has been proposed and studied in some existing work, especially widely used in supervisory switching control. One early work on this idea is given in [24], where the concept of unfalsified control, which is defined according to the relationship among a measurement information set Pdata , a performance specification set Tspec and a class K of admissible control laws, are proposed and a fundamental result on unfalsified control



law is given. Similar ideas were developed further in [1; 23; 26] and some results on stabilization/performance under minimal prior plant assumptions have also been reported.
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For the purpose of comparison and demonstration of different ideas, we introduce the following simple algorithm, which illustrates the basic idea of “controller falsification” in a straightforward way:



¯ = {1, 2, · · · , M } and P0 = ∅ (empty Algorithm 3.1 Assume W is a constant large enough. Let i0 = 1, M



set). Take control law ut = Kit (yt ), where it (t = 1, 2, 3, · · · ) is taken as follows: (i) if |yt | ≤ max(W, |yt−1 |), then let Pt = Pt−1 and take it = it−1 ; S ¯ \Pt . (ii) otherwise, let Pt = Pt−1 {it−1 } and take any it ∈ M



Remark 3.1 When the noise is bounded, Algorithm 3.1 can be applied if we take W large enough; however, this algorithm cannot be applied yet for cases of unbounded noise. Algorithm 3.1 is very simple in its form and its idea of “controller falsification” makes it relatively easy to analyze, which can be seen from the proof of BIBO stability of Algorithm 3.1 later. The essential shortcoming of algorithms based on similar idea is that, due to the mechanism of “controller falsification”, generally speaking, such algorithms can only deal with time-invariant system with bounded noise. We should also note that by this approach, the procedure of adaptation will stop after finite steps, thus it is improper to apply this idea for time-varying uncertain system. Algorithm 3.1 has other shortcomings, for example, in practice the performance of this algorithm may be poor and the parameter W may be difficult to be determined. Practical constraints on the control signals may further restrict applications of algorithms like Algorithm 3.1 in some cases.



Remark 3.2 Based on the idea of “controller falsification”, other algorithms using somewhat complex falsification conditions can be designed, which may provide better performance and even weaken some a priori knowledge required (e.g. the bound of noise). For example, if we know a priori that matched candidate controller for the true plant satisfies |yt+1 | ≤ |yt | + c ( ∈ (0, 1), c > 0), then we can use condition |yt+1 | > |yt | + c to falsify unmatched candidate controllers. However, remember that there is no free lunch.



When we use complex falsification conditions, we usually impose somewhat strong performance requirements on the matched candidate controllers, which in fact mean some implicit restrictions on the plant and the candidate controllers although the falsification process may speed up to gain better performance. Since algorithms based on this idea have shortcomings mentioned above, they are not adaptive in substance after finite steps and they cannot deal with unbounded noise, thus we do not focus on this approach in this paper. Other approaches are given in the following parts and the companion papers [16; 17], which can deal with both
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bounded and unbounded noise and overcome some shortcomings of Algorithm 3.1, however the corresponding stability analysis becomes usually more difficult than the approach based on controller falsification. Note that Algorithm 3.1 does not require history information {Fi (yj−1 , wj ), j ≤ t, 1 ≤ i ≤ M }, hence this algorithm can be applied to general system (1.1) with bounded noise. For this algorithm, we have the following theoretical results on its stability: Theorem 3.1 For system (1.1) with additive noise, assume that there exists a model HK ∈ H0 such that ρ˜(FK ) < 1. Then under Algorithm 3.1, taking constant W large enough, the closed-loop system is BIBO



stable. Corollary 3.1 For system (1.1), assume that H ∈ H0 . Then under Algorithm 3.1, taking constant W large enough, the closed-loop system is BIBO stable.



3.2 Proof of Theorem 3.1 ∆



Proof: Since r = ρ˜(FK ) < 1, we have |FK (x)| ≤ r|x| + o(|x|).



(3.1)



Thus for any fixed r0 ∈ (r, 1), there exist a constant Y > 0 such that |FK (x)| ≤ r0 |x| for any |x| > Y . Let ∆



Cw CY = sup |FK (x)|. Suppose that Cw = sup |wt | < ∞. Take W = max(CY + Cw , 1−r 0 ). t



|x|≤Y



Step 1: First we prove that it = K for any t ≥ T if iT = K for some integer T . We use argument of mathematical induction. Suppose that it−1 = K , then we have |yt | = |FK (yt−1 , wt )| ≤ |FK (yt−1 )| + |wt | ≤ max(r0 |yt−1 |, CY ) + Cw .



If |yt−1 | ≤



Cw 1−r 0 ,



(3.2)



then 0



Cw wr |yt | ≤ max(r0 |yt−1 |, CY ) + Cw ≤ max( C 1−r 0 + Cw , CY + Cw ) = max( 1−r 0 , CY + Cw ) = W ;



(3.3)



otherwise |yt | ≤ max(r0 |yt−1 |, CY ) + Cw ≤ max(|yt−1 |, CY + Cw ) ≤ max(|yt−1 |, W ).



In both cases, we have |yt | ≤ max(|yt−1 |, W ), thus by Algorithm 3.1, it = it−1 = K and Pt = Pt−1 .



(3.4)
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Step 2: Then we can prove that only finite (no more than M ) switches can occur, and consequently there ¯ and an integer T such that it = i∗ for all t ≥ T . In fact by Algorithm 3.1, it is obvious that exist an i∗ ∈ M ¯ , consequently |Pt | ≤ M , thus only finite switches can |Pt | = |Pt | + 1 when switch occurs; and Pt ⊆ M ¯ \Pt is not empty when a switch at time t is needed. In fact, by Step occur. Then we need only verify that M S 1, if it−1 6= K , we must have it−k 6= K for all k ≤ t, thus K 6∈ Pt−1 , and consequently K 6∈ Pt {it−1 }, ¯ \Pt has at least one element (K ). therefore the set M



Step 3: By Step 2, it = i∗ , ∀t ≥ T for some T ≥ 0 and integer i∗ . By definition of it , we have |yt | ≤ max(|yt−1 |, W ) for all t > T , thus |yt | ≤ max(|y0 |, |y1 |, · · · , |yT |, W ) for all t. This completes the proof.



Remark 3.3 Although the proof above asserts that Algorithm ?? stops switchings after finite steps, it is still possible that i∗ 6= K , which depends on whether there are at least two candidate controllers which can stabilize the true plant and do not satisfy the falsification conditions.



4 Approach Based on Weights Self-adjusting In this section, we shall discuss the approach based on controller combination. From a simple algorithm based on this approach, we try to analyze its basic idea, advantages and shortcomings.



4.1 Algorithm 4.1: Basic Idea and BIBO Stability Since we do not know which model can describe the real system, we can assign same weights to all models initially; then at every step we can calculate the “error” of each model, and intuitively we can increase/decrease the weight of the model with relatively small/large error. By this idea, the weights of known models will be adjusted smartly, which can adaptively reflect the fitness of every known model. Since the weights are tuned gradually, occasional big jumps in the disturbance will not influence the weights greatly, therefore this approach can deal with both bounded and unbounded noise and may detect varying structure of real system, which has been verified in lots of simulations. The following algorithm is designed by the idea stated above: Algorithm 4.1 Take the following control law ut =



PM



i=1



αi (t)Ki (yt ) = α(t) · Ut



(4.1)
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where Ut = (K1 (yt ), K2 (yt ), · · · , KM (yt ))τ



(4.2)



α(t) = (α1 (t), α2 (t), · · · , αM (t))



(4.3)



and



is defined recursively as follows : α(t) =



β(t) ||β(t)||1



= β(t)/



PM



i=1



|βi (t)|



(4.4)



∆



β(t) = α(t − 1) ◦ D(t) = (α1 (t − 1)D1 (t), α2 (t − 1)D2 (t), · · · , αM (t − 1)DM (t))



with initial weight vector taken as 1 1 1 α(0) = ( M ,M ,··· , M ).



(4.5)



Here for i = 1, 2, · · · , M we can define   



∆



Di (t) =



1 1+|Fi (yt−1 ,wt )| ,



  1,



if |yt | > y¯t−1 ;



(4.6)



otherwise.



∆



where y¯t = max |yj | can be recursively computed: j≤t



y¯t = max(¯ yt−1 , |yt |),



y¯0 = 0.



(4.7)



Remark 4.1 This algorithm does not try to identify the real system directly. Weight vector α(t) is introduced in this algorithm, and by adaptively adjusting the weight vector, this algorithm can identify the system indirectly and achieve the goal of control. No tunable parameters are needed in this algorithm. This algorithm avoids also the significant upheaval of control signals and output signals. The idea of this algorithm can be understood without difficulty; however, difficulties arise in the stability analysis not only because such weight-updating scheme is novel but also because the closed-loop system is a time-varying recursive nonlinear dynamical system. In this paper we just study BIBO stability of this algorithm. Remark 4.2 Definition of Di (t) is given mainly for two reasons: (a) Condition |yt | > y¯t−1 can reduce the computational cost considerably, since we need not update weight vector α(t) if this condition does not hold. (b) This scheme of weight-updating can greatly ease the stability analysis of the closed-loop system. Other ways of defining Di (t) can also be applied in practice. For example, we can simply take ∆



Di (t) =



1 1+|Fi (yt−1 ,wt )| ;



(4.8)
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however, this scheme brings great difficulties for analyzing the closed-loop system. Amounts of simulations show that this algorithm is at least as good as other algorithms in the robustness and transient performance, but it may need relatively more computation cost.



4.2 BIBO stability of Algorithm 4.1 The following assumption is used to analyze Algorithm 4.1: AX. For any 1 ≤ i ≤ M , either (a) lim sup 0


|Fi (x)| |x|



< 1 or (b) lim inf



0


|Fi (x)| |x|



≥ 1.



Theorem 4.1 For system (2.8), assume that there exists a model fK ∈ F0 such that ρ˜(FK ) < 1. Then under Algorithm 4.1 and some conditions (see proof) including Assumption AX on F0 , the closed-loop system is BIBO stable. Corollary 4.1 For system (2.8), assume that f ∈ F0 . Then the closed-loop system is BIBO stable under Algorithm 3.1 and the same conditions as in Theorem 4.1. Remark 4.3 Assumption AX is also used to analyze stability of the WLS-like algorithm in [17]. Intuitive meaning of Assumption AX is that each candidate controller is either good in sense of stabilizing the true plant or bad in sense of destabilizing the true plant. The conditions required in Theorem 4.1 allow nonlinear growth rate of functions fi (x). See the proof of Theorem 4.1 and Remark 4.4 for more discussion.



4.3 Proof of Theorem 4.1 ¯ and we use the notation |X| to represent the Proof: For convenience, we denote {1, 2, · · · , M } by M



cardinal number of set X . M P



Step 1: Noting that



αi (t) = 1, by Eq. (4.1), we have



i=1 M P



yt+1 = f (yt ) + g(yt )ut + wt+1 =



αi (t)f (yt ) +



PM



i=1



i=1



=



M P



αi (t)g(yt )Ki (yt ) +



PM



i=1



αi (t)wt+1



(4.9)



αi (t)[Fi (yt ) + wt+1 ].



i=1



¯ , we have By Algorithm 4.1, for any i, j ∈ M αi (t) αj (t)



=



βi (t) βj (t)



=



Di (t) Dj (t)



·



αi (t−1) αj (t−1)



=



Di (t)Di (t−1) Dj (t)Dj (t−1)



·



αi (t−2) αj (t−2)



= ··· =



Qt D (s) Qts=1 i s=1 Dj (s)



=



Qi (t) Qj (t)



(4.10)
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where t Q



∆



Qi (t) =



(4.11)



Di (s).



s=1



Noting that



PM



j=1



αj (t) = 1, we have α (t) PM i j=1 αj (t)



Q (t) PM i . j=1 Qj (t)



(4.12)



St = {1 ≤ s ≤ t : |ys | > |¯ ys−1 |}



(4.13)



αi (t) =



=



Define ∆



by Eq. (4.6) and Eq. (2.8) we know that for s ∈ St , Di (s) =



(4.14)



1 1+|Fi (ys−1 )+ws | ;



and otherwise, Di (s) = 1. Let ξi (t) = Fi (yt ) + wt+1 , ηi (t) = αi (t)ξi (t) ∆ ¯ i (s) = D



1 Di (s)



= 1 + |ξi (s − 1)|



(4.15)



for s ∈ St



then we have M P



yt+1 =



M P



M P



ηi (t) =



i=1



αi (t)ξi (t) =



i=1



M P i=1



ξi (t) PMQi (t) j=1 Qj (t)



=



ξi (t)Qi (t) i=1 M P



.



(4.16)



Qj (t)



j=1



¯ i (s), we have By definitions of Qi (t), Di (s) and D Qi (t) = [



Q ¯ Q Di (s)]−1 = [ (1 + |ξi (s − 1)|)]−1 .



s∈St



(4.17)



s∈St



So the closed-loop system is M P



yt+1 =



M P



ξi (t)Qi (t)



i=1



PM j=1



Qj (t)



=



Q



ξi (t)[



i=1 M P



[



Q



M P



(1+|ξi (s−1)|)]−1



s∈St



=



Q



(Fi (yt )+wt+1 )[



i=1



(1+|ξi (s−1)|)]−1



j=1 s∈St



(1+|Fi (ys−1 )+ws |)]−1



s∈St M P



[



Q



(4.18)



(1+|Fi (ys−1 )+ws |)]−1



j=1 s∈St



which is a rather complex recursive equation. ∆



Step 2: Now we use argument of contradiction. Suppose that {yt } is unbounded. Suppose that Cw = sup |wt | < t



∞. Define I = {1 ≤ k ≤ M : lim sup 0


I = {1 ≤ k ≤ M :



|Fk (x)| |x|



(x)| lim inf |Fk|x| 0


By Assumption AX, we have I ∪ I 0 = {1, 2, · · · , M }.



< 1}



(4.19) ≥ 1}
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Since ρ˜(FK ) < 1, we have K ∈ I . By definition of I , we have ∆



r = max ρ˜(FK ) < 1



(4.20)



|Fk (x)| ≤ r|x| + o(|x|).



(4.21)



k∈I



consequently for any k ∈ I ,



Take any fixed  ∈ (r, 1), there exists a constant Y > 0 such that for any k ∈ I , |Fk (x)| ≤ |x| for any |x| > Y .



For any k ∈ I 0 , by definition of I 0 , there exists a sufficiently large constant Yk > 0 such that |Fk (x)| ≥ |x| + (1 + )Cw for all |x| > Yk .



Take Y = max(Y , max0 Yk ). Let CY = max sup |Fk (x)|. Define k∈I



k∈I |x|≤Y



∆



Jt = {1 ≤ j ≤ t : |yj−1 | > Y }



T



∆



St , Jt0 = {1 ≤ j ≤ t : |yj−1 | ≤ Y }



T



St .



(4.22)



Then by Eq. (4.16), we have P



P



M P



yt+1 =



ξi (t)Qi (t) i=1 M P



=



Qj (t)



ξi (t)Qi (t) i∈I P Qj (t)



1+



j=1



P ∆



V (t) =



ξi (t)Qi (t)



ξj (t)Qj (t) j∈I P Qi (t) i∈I 0 1+ P Q (t) j j∈I



×



j∈I



Step 3: Now we consider



0 i∈I P



.



(4.23)



Qi (t)



i∈I 0



(4.24)



Qj (t) .



P



j∈I



Obviously, V (t) =



P i∈I 0



PQi (t) Qj (t)



=



j∈I



P



1



P



i∈I 0



j∈I



Qj (t) Qi (t)



=



P i∈I 0



P 1 Vij (t)



(4.25)



j∈I



where ∆ Qj (t) Qi (t)



Vij (t) =



=



Q s∈St



1+|ξi (s−1)| 1+|ξj (s−1)| .



(4.26)



For i ∈ I 0 , j ∈ J , if s ∈ Jt then 1 + |ξi (s − 1)| ≥ |ys−1 | = 1 (|ys−1 |) ≥ 1 (1 + |ξj (s − 1)|);



(4.27)



otherwise, 1+|ξi (s−1)| 1+|ξj (s−1)|



≥



(4.28)



1 CY



where CY is defined above. Thus Vij (t) =



Q s∈Jt



1+|ξi (s−1)| 1+|ξj (s−1)|



×



Q s∈Jt0



1+|ξi (s−1)| 1+|ξj (s−1)|



≥



1



|Jt0 |



|Jt | CY



.



(4.29)



Several Algorithms for Finite-Model Adaptive Control



17



So V (t) =



P 1 Vij (t)



P i∈I 0



≤



0 |I 0 | |Jt | |Jt | CY . |I| 



(4.30)



j∈I



Step 4: For



P ∆



0



V (t) =



ξi (t)Qi (t)



i∈I 0



P



(4.31)



ξj (t)Qj (t)



j∈I



similarly to Step 3, we have P 0



V (t) =



P i∈I 0



P j∈I



1 ξ (t) Vij (t) ξj (t) i



≤



i∈I 0



P



ξi (t) ξj (t) 



|Jt |



|J 0 |



CY t .



(4.32)



j∈I



Step 5: Assume that St = {s1 , s2 , s3 , · · · }, s1 < s2 < s3 < · · · , then by definition of St , we obtain that sequence {|ysn |} is strictly increasing and tends to infinity as n → ∞ since we suppose that {yt } is unbounded. Thus by definitions of St ,Jt and Jt0 , Jt0 contains only finite elements and |Jt | → ∞ as t → ∞. So obviously we have V (t) → 0 as t → ∞. Furthermore, if P



ξi (t)



i∈I 0



P



ξj (t)



= o(( 1 )t )



(4.33)



j∈I



∆



then we have also V 0 (t) → 0 as t → ∞. Since  can be taken as any number in (r, 1), where r = max ρ˜(FK ), k∈I



the constant  in condition (4.33) can be replaced with r. Later in Remark 4.4 after the proof, we will discuss when condition (4.33) holds. Step 6: Since V (t) = o(1) and V 0 (t) = o(1) as t → ∞, then by Eq. (4.23), we obtain that P



|yt+1 | ≤



i∈I



|ξi (t)|Qi (t) P Qj (t)



×



1+V 0 (t) 1+V (t)



j∈I



≤ max |ξi (t)| × (1 + o(1)) ≤ (|yt | + C) × (1 + o(1)). i∈I



(4.34)



So for sufficiently large t, we have |yt+1 | ≤ 0 |yt | + C 0



(4.35)



where 0 ∈ (, 1), which yields that {yt } must be bounded. This conflicts with the assumption that sequence {yt } is unbounded! Consequently BIBO stability of Algorithm 4.1 is proved.



Remark 4.4 Condition (4.33) is a very weak condition. First, if {fi (x)} are both linear functions or functions with linear growth rate, it can be easily verified that



|ξi (t)| |ξj (t)|



= O(1) for sufficiently large |yt |, thus condition



(4.33) is true. Then, we shall point out that nonlinear growth rate faster than linear growth rate is allowed in condition (4.33) since ( 1 )t diverges at exponential rate. However, in case of nonlinear growth rate faster than linear growth rate, it is very difficult to estimate the order of |yt | and consequently condition (4.33) is not easy
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to verify. From the proof, it is still possible to weaken condition (4.33). Hence Algorithm 4.1 has good stability in practice though complete analysis for this algorithm is very difficult in theory. We still do not know whether Algorithm 4.1 can deal with any nonlinear rate, and up to now we haven’t found any counter-examples in the simulations.



5 Approach Based on Pseudo-Parameter Estimation 5.1 Algorithm 5.1: Basic Idea and Robust Stochastic Stability For Problem I, assume that the real system is just model K , i.e. f (·) ≡ fK (·). By using the idea of “regression” model, we can rewrite the system (2.8) as (5.1)



yt+1 = ϑτ Φt + g(yt )ut + wt+1



where ϑ = (0, · · · , 0, 1, 0, · · · , 0)τ



(5.2) Φt = (f1 (yt ), f2 (yt ), · · · , fM (yt ))



τ



Since K is unknown, we can consider ϑ as an unknown “parameter” vector for model (5.1), then some recursive identification algorithms can be applied to estimate the unknown “parameter” vector (we call it pseudoparameter vector later). In these traditional identification algorithms, usually the estimate ϑˆt of pseudoparameter vector ϑ has no property of constant column-sum, which is always equal to one for the weight vector α(t) in Algorithm 4.1. To demonstrate this approach, the following algorithm is used to estimate the pseudo-parameter vector ϑ, whose stochastic stability will be studied in later part: Algorithm 5.1 Define D = {x = (x1 , x2 , · · · , xM )τ ∈ RM : |xi | ≤ 1, 1 ≤ i ≤ M }.



(5.3)



Let ∆



Ut = (K1 (yt ), · · · , KK (yt ), · · · , KM (yt ))τ .



(5.4)



For t = 0, 1, 2, · · · , take control law as ut = ϑˆτt Ut



(5.5)
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and update the estimate ϑˆt as follows ϑˆt+1 = πD {ϑˆt +



Φt d+||Φt ||2 (yt+1



− g(yt )ut − ϑˆτt Φt )}



(5.6)



∆



where d > 0 is large enough and πD {x} = arg min ||x − x0 ||. x0 ∈D



Remark 5.1 Algorithm 5.1 is a variation of Normalized Projection Least-Mean-Square (NPLMS) algorithm (see [7; 8]), which is proposed as a robust adaptive control algorithm to deal with the uncertainties including slow time-varying parameters, bounded noise and small unmodeled dynamics. This algorithm needs more computational cost than previous algorithms and several parameters may be not easy to be determined in practice. Since NPLMS is proposed for linear systems, linear growth assumption for functions fk (·) is needed to study Algorithm 5.1. A kind of stochastic stability can be given under several assumptions.



5.2 Robust stochastic stability of Algorithm 5.1 To give the stochastic stability of Algorithm 5.1, we need the following assumptions on F0 and noise sequence {wt }: AL. For any 1 ≤ i ≤ M , |f (x) − fi (x)| ≤ A|x| + A0 , ∀x ∈ R



(5.7)



for some constants A ≥ 0 and A0 ∈ R. (Note: No restrictions for the values of A and A0 are imposed hereinafter.) AB. There exists 0 > 0 such that {0 wt2 } ∈ B1∞ , i.e. for any n > m ≥ 0 E exp{



n P



j=m+1



|0 wj2 |} ≤ exp{a(n − m) + b}



(5.8)



where a and b are two non-negative constants. Remark 5.2 Assumption AL can be viewed as linear growth assumption, which has been shown to be necessary in most typical recursive identification algorithms. Assumption AB, which is borrowed from [7], indicates that the noise sequence {wt } is bounded in some sense of mean, thus it allows that the noise sequence {wt } can be unbounded, though it is a somewhat strong condition, which is not so easy to verify and requires any order moments of wt must be finite. Fortunately, Assumption AB holds for most typical noise, such as Gaussian white noise and any bounded noise.
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Theorem 5.1 For system (2.8), assume that Assumption AL holds and there exists a model fK ∈ F0 such that ∆



ρ˜(f, fK ) < ε and max ρ˜(hi ) < ε, where constant ε > 0 is small enough and hi (x) = fi (x) + g(x)Ki (x). i



Then, under Algorithm 5.1 and Assumption AB, taking d sufficiently large and ε sufficiently small, the closedloop system is robust stochastic stable in the following sense:



sup Eyt2 = O(d).



(5.9)



t



Furthermore, if Ewt2 ≤ σ 2 , then lim sup T1 T →∞



√ E|yt | = O(σ) + O( εd).



T P



(5.10)



t=1



Remark 5.3 In this theorem, condition ρ˜(f, fK ) < ε means that the unknown plant is close to one model; condition max ρ˜(hi ) < ε means that the effects of applying candidate controller Ki to model fi are good i



enough. When the candidate controllers Ki can be taken as Ki (x) = −[g(x)]−1 fi (x), we will have hi (x) = 0 and consequently condition max ρ˜(hi ) < ε will be satisfied. i



Corollary 5.1 For system (2.8), assume that assumptions AL and AB hold and f ∈ F0 . Then, results in Theorem 5.1 hold for Algorithm 5.1.



5.3 Proof of Theorem 5.1



First we introduce the following notations: ∆ ϑ˜t = ϑ − ϑˆt ,



˜t )2 ∆ (Φτt ϑ . d+m2t



∆



mt = ||Φt ||,



αt =



(5.11)



Noting that ϑ is a vector with the K -th entry being 1 and other entries being 0, obviously we have yt+1 = f (yt ) + g(yt )ϑˆτt Ut + wt+1 = [f (yt ) + g(yt )ϑτ Ut ] − g(yt )ϑ˜τt Ut + wt+1



(5.12)



= FK (yt ) − g(yt )ϑ˜τt Ut + wt+1 .



Let ∆



ζt = f (yt ) − fK (yt ),



∆



∆t = Φt + g(yt )Ut



(5.13)
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then we have yt+1 = FK (yt ) − g(yt )ϑ˜τt Ut + wt+1 = FK (yt ) − ϑ˜τt (∆t − Φt ) + wt+1 = FK (yt ) + ϑ˜τt Φt − (ϑτ − ϑˆτt )∆t + wt+1



(5.14)



= (f (yt ) + g(yt )KK (yt )) + ϑ˜τt Φt − (fK (yt ) + g(yt )KK (yt )) + ϑˆτt ∆t + wt+1 = ϑ˜τt Φt + ϑˆτt ∆t + ζt + wt+1



and yt+1 − g(yt )ut − ϑˆτt Φt = fK (yt ) + [f (yt ) − fK (yt )] + wt+1 − ϑˆτt Φt = ϑτ Φt − ϑˆτt Φt + ζt + wt+1



(5.15)



= ϑ˜τt Φt + ζt + wt+1 .



Since ρ˜(f, fK ) < ε, we have |f (x) − fK (x)| ≤ ε|x| + Cε for all x. Noting that sequence {wt + C} still satisfies Assumption AB for any constant C , without loss of generality, in the following we can assume that (5.16)



|ζt | = |f (yt ) − fK (yt )| ≤ O(ε|yt |)



for a constant  > 0 small enough. Similarly, we can assume that ||∆t || = O(ε|yt |) since ρ˜(hi ) < ε. Step 1: Obviously ϑ ∈ D, thus by property of projection, noting that Φτt Φt = m2t , we obtain that ||ϑ˜t+1 ||2 ≤ ||ϑ − [ϑˆt +



Φt (yt+1 d+m2t



− g(yt )ut − ϑˆτt Φt )]||2



= ||ϑ˜t −



Φt (Φτt ϑ˜t d+m2t



+ ζt + wt+1 )||2



= ||(I −



Φt Φτt ˜ )ϑt d+m2t



Φt (ζt +wt+1 ) 2 || d+m2t



− τ



τ



Φt Φt ˜ ˜τ Φt Φt 2 ˜ = ϑ˜τt ϑ˜t − 2ϑ˜τt d+m 2 ϑt + ϑt ( d+m2 ) ϑt Φτ Φt (ζt +wt+1 )2 + t (d+m 2 )2 t



≤ ||ϑ˜t ||2 −



t



t



−



˜t (ζt +wt+1 ) 2Φτt ϑ d+m2t



˜ ˜t Φt Φτ ϑ ϑ t t d+m2t



≤ ||ϑ˜t ||2 − αt +



+



t



Φτt Φt (ζt +wt+1 )2 (d+m2t )2



(ζt +wt+1 )2 d+m2t



+ 12 αt +



2 wt+1 d )



+ O(ε2 ),



≤ ||ϑ˜t ||2 − 12 αt + O(



(5.17)



Φ Φτ



t t Φt (ζt +wt+1 ) + 2ϑ˜τt d+m 2 d+m2



+



t



˜t |ζt +wt+1 | 2Φτt ϑ d+m2t



2(ζt +wt+1 )2 d+m2t



where the last inequality follows from ζt = O(ε|yt |) = O(ε||Φt ||). Step 2: By Eq. (5.17), ||ϑ˜n+1 ||2 − ||ϑ˜m+1 ||2 ≤ − 12



n P t=m+1



αt + O( d1



n P t=m+1



2 wt+1 ) + O(ε2 (n − m)).



(5.18)
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Noting that ||ϑ˜t || is bounded, we have immediately n P



0



n P



αt ≤ O(



2 wt+1



t=m+1



0 d



t=m+1



(5.19)



) + O(ε2 (n − m)).



2 Step 3: Let ηt = ϑˆτt ∆t + ζt . Define Lt = yt2 + wt2 + ηt−1 ,L0 = 0. By linear growth assumption AL,



(5.20)



m2t = ||Φt ||2 = O(yt2 ) = O(Lt ).



Therefore, by Eq. (5.14), noticing ||∆t || = O(ε|yt |) and |ζt | = O(ε|yt |), we obtain that 2 yt+1 = [ϑ˜τt Φt + ϑˆτt ∆t + ζt + wt+1 ]2



≤ 2(Φτt ϑ˜t )2 + 2(ϑˆτt ∆t + ζt + wt+1 )2



(5.21)



2 ≤ 2αt (d + m2t ) + O(ε2 m2t + wt+1 ) 2 = O((αt + ε2 )Lt ) + O(dαt + wt+1 )



consequently 2 2 2 Lt+1 = yt+1 + wt+1 + ηt2 = O(αt + 2 )Lt + O(dαt + wt+1 ) = βt Lt + µt .



(5.22)



Step 4: Since L0 = 0, by iterating Eq. (5.22), t P



Lt+1 =



(5.23)



Φ(t, m)µm



m=0



where t Q



∆



Φ(t, m) =



βj .



(5.24)



j=m+1



By applying inequality x ≤ exp(x − 1) for x ≥ 0, Φ(t, m) ≤ exp{



t P



t P



βj − (t − m)} = exp{−(t − m)} · exp{



j=m+1



βj }



(5.25)



j=m+1



thus 1



[EΦ2 (t, m)] 2 = exp{−(t − m)} · [E exp{2



t P



1



βj }] 2



(5.26)



j=m+1



By Eq. (5.19) and βj = O(αj + ε2 ), taking 0 d sufficiently large, we have E exp{2



t P



0



t P j=m+1



βj } ≤ E exp{O(



0 d



j=m+1 t P



≤ [E exp{0



j=m+1



≤



exp{O( 01d



2 wj+1



)} · exp{O(ε2 (t − m))} 1



2 wj+1 }]O( 0 d ) · exp{O(ε2 (t − m))}



+ ε2 )(t − m)}.



(5.27)
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2 2 Similarly, since µt = O(dαt + wt+1 ) = O(wt+1 + ε2 ) = d · [O(



2 wt+1 d )



+ O(ε2 )], we have 1



1



(5.28)



[Eµ2t ] 2 ≤ d · [O(exp{O( 01d + ε2 )})] 2



Taking 0 d sufficiently large and  sufficiently small, then (5.29)



exp{O( 01d + ε2 )} = exp{λ}



holds for some λ ∈ (0, 1). Thus by Eqs. (5.26),(5.27) and (5.28), we obtain that 1



1



E[Φ(t, m)µm ] ≤ [EΦ2 (t, m)] 2 [Eµ2t ] 2



(5.30)



≤ exp{−(t − m)} exp{O( 01d + ε2 )(t − m)} · O(d) ≤ exp{−(1 − λ)(t − m)}O(d).



So finally ELt+1 =



t P



E[Φ(t, m)µm ] ≤



m=0



t P



exp{−(1 − λ)(t − m)} · O(d) ≤



m=0



1 1−exp{−(1−λ)}



· O(d).



(5.31)



Consequently sup Eyt2 ≤ sup ELt = O(d) < ∞. t



(5.32)



t



This completes the proof. Now we prove Eq. (5.10) under condition Ewt2 ≤ σ 2 . In fact, by Eq. (5.19), lim sup T1 T →∞



T P t=1



2



Eαt = O( σd + ε).



(5.33) 2



By Eq. (5.14), noting that Em2t = E||Φt ||2 = O(Eyt2 ) = O(d), Eαt = O( σd + ε), we have lim sup T1 T →∞



T P t=1



E|yt | ≤ lim sup T1 T →∞



≤ lim sup T1 T →∞



≤ O(σ +



√



T P



q E[ αt−1 (d + m2t−1 ) + εmt−1 + |wt |] t=1 T q P { Eαt−1 (d + m2t−1 ) + σ + εEmt−1 }



(5.34)



t=1



εd).



6 Summary – Answers to Problem I and Problem II Since the external disturbance can affect the behavior of system, obviously the answers to problems I and II depend on the conditions imposed on the noise sequence.
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6.1 Noise-free case



Before we formally answer Problem I and Problem II, we should mention of the deterministic (i.e. noisefree) case for Problem I. In this case, intuitively, we can identify the real system correctly by solving equations. However this fact is nontrivial indeed. Based on Algorithm A.1 given in Appendix A, we can prove that Proposition 6.1 For noise-free system (2.7) with wt = 0 for any t > 0, under the assumption of H ∈ H0 , suppose that solution of equation g(x, u) = z w.r.t. u exists for any x, z ∈ R, then, the real system can be identified correctly in finite time steps (no more than M time steps). Consequently, system (1.1) can be stabilized in finite time steps. Note that in practice, noise or disturbance always exists, thus it is impractical to identify the real system first by using Algorithm A.1, hence we need to employ those algorithms which can deal with exogenous noise. In our work, all the algorithms proposed except Algorithm 3.1 and Algorithm A.1 can deal with both bounded noise and unbounded noise.



6.2 Case of bounded noise



In case of bounded noise, we expect that the output sequence of closed-loop system is bounded, i.e. BIBO stable, by using proper feedback law. In fact, this is true: Proposition 6.2 For system (1.1) with bounded additive noise, if there exists a model HK ∈ H0 such that ρ˜(FK ) < 1, then, there exists a feedback controller such that the output sequence {yt } of closed-loop system



is bounded. Proposition 6.2 is a corollary of Theorem 3.1. We shall remark that any additional assumptions on H0 are not necessary here; in fact this result is obtained due to greatly the essential shortcomings of Algorithm 3.1 mentioned before. Other algorithms with BIBO stability are also given in this paper (Algorithm 4.1) and companion paper [17] (the WLS-like algorithm), which can overcome essential shortcomings of Algorithm 3.1 based on controller falsification but require some additional weak condition on the set of models. For the WLS-like algorithm, some counter-examples are also constructed to show the necessity of conditions proposed in [17].
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6.3 Case of unbounded noise In case of unbounded noise (e.g. Gaussian noise), the output sequence of closed-loop system cannot be expected to be bounded. Thus, we can only expect stability in some sense of mean or stability in stochastic sense. By large amount of simulations, most algorithms (except for Algorithm 3.1) introduced in this paper can be used to deal with unbounded noise. However, it is difficult in general to analyze these algorithms for unbounded noise. By the results in this paper and the companion paper [16], we have the following proposition: Proposition 6.3 For system (2.7) with noise {wt } bounded in p-th mean, functions f (x) and fi (x) have linear growth rate and there exists a model fK ∈ F0 such that ρ˜(FK ) < , where  is a properly small positive number. Then, there exists a feedback controller such that the output sequence {yt } of closed-loop system is bounded in p-th mean, i.e. the closed-loop system is stable in p-th mean. Proposition 6.3 is a corollary of main result in companion paper [16], where some counter-examples are also constructed to show the linear growth assumption is necessary for the LS-like algorithm. Lots of simulations show that other algorithms like Algorithm 4.1 and the WLS-like algorithm proposed in [17] have better or similar properties as the LS-like algorithm, however, due to the difficulties in stability analysis, we cannot yet rigorously establish stability of all these algorithms in case of unbounded noise. For Algorithm 5.1, a kind of stochastic stability has been given in Section 5, which depicts similar fact as in Proposition 6.3 from aspect of stochastic stability. These facts provide partial answers to Problem I and Problem II in case of unbounded noise, since one problem is still open: in case of unbounded noise, without imposing additional assumptions on F0 , can the existence of globally stabilizing feedback laws be guaranteed?



7 Simulation Results For the purpose of fair comparison, we consider the same plant as discussed in [16]: xt+1 = θxt sin(bθ + 21 cxt ) +



p |θ(xt + 1)| + ut + wt+1 ,



(7.1)



where θ is an unknown parameter taking its value in interval [0, 5]. Here bxc is the largest integer no greater than x. The nonlinear way in which θ appears in (7.1) makes most nonlinear adaptive control techniques inapplicable.
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We will apply algorithms given in this paper to stabilize this system. For any θ ∈ Θk = [k − 21 , k + 12 ), we can take a robust control law



(k)



ut



= −kxt sin(kxt ).



(7.2)



Take the set of models F0 = {f1 , f2 , · · · , f5 } , where fk (x) = kx sin(kx). Obviously, for any θ ∈ [1, 5] and p function f (x; θ) = θxt sin(bθ + 21 cxt ) + |θ(xt + 1)|, there exists a corresponding model fK ∈ F0 such that ρ˜(FK ) < 1. In all the simulations, the parameter θ is randomly taken from interval [1, 5]. Simulation results for Algorithm 3.1, Algorithm 4.1 and Algorithm 5.1 are demonstrated in Figures 1—3, respectively. In each simulation, the output sequence, the control sequence, the noise sequence, and the switching (weights estimation, or pseudo-parameter estimation) sequence are depicted in sub-figures of each figure. In Figure 1, we take W = 10000 and the noise sequence is taken from uniform distribution U (0, 1). Due to limitations of Algorithm 3.1, unbounded noise sequence (such as Gaussian noise) is not allowed. From this figure, we can see that, although Algorithm 3.1 (based on controller falsification) can stabilize system (7.1) eventually, the magnitudes of output and control sequence are very large which makes this algorithm impractical for practical plants. Such phenomenon happens because unmatched candidate controllers may be adopted for a long time until matched candidate controller is found by falsifying unmatched controllers. Hence, performances of algorithms based on controller falsification at large depend on careful design of falsification criteria and the switching paths, which require a priori knowledge on performance constraints of candidate controllers or structure constraints of the plant. In Figure 2, the noise sequence is taken from standard Gaussian distribution N (0, 1). Algorithm 4.1 based on weights self-adjusting is used, and no tunable parameters are needed. We can see that this algorithm results in relatively good performance of stabilization. We should remark that the performance can be even improved significantly if Eq. (4.8) is used instead of Eq. (4.6), because adjustment process given in Eq. (4.6) is much more “lazy” than that given in Eq. (4.8). In Figure 3, we take d = 1000 and the noise sequence is taken from standard Gaussian distribution N (0, 1). From this figure, we can see that Algorithm 5.1 (NPLMS) (based on pseudo-parameter estimation)



is much better than Algorithm 3.1, but not better than Algorithm 4.1. The computation cost is relatively larger than that of Algorithm 4.1. This indicates that traditional recursive identification algorithms are not
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Fig. 1 A simulation result for Algorithm 3.1



best choices for finite-model adaptive control problems though they are applicable by approach of pseudoparameter estimation. The effects of the LS-like algorithm in [16] and the WLS-like algorithm in [17] are illustrated in Figure 4 and Figure 5, respectively. The noise sequence is taken from standard Gaussian distribution N (0, 1). For this simulation example, from these figures, we can see that the LS-like algorithm in [16] and the WLSlike algorithm in [17] are as good as Algorithm 4.1, although these algorithms are designed in different approaches and have different advantages and disadvantages. As discussed in [16] and [17], the WLS-like algorithm can still work well even when the unknown internal structure/parameter is time-varying, while the LS-like algorithm can gain a bit better performance than the WLS-like algorithm when the unknown internal structure/parameter is time-invariant. Comparing these algorithms, the adaptability and performance of Algorithm 4.1 sound to be balanced in some sense.



8 Conclusion



In this paper the finite-model adaptive control problem is formulated and studied for a class of discretetime nonlinear uncertain systems. For this type of problem, only essentially finite internal uncertainties should be dealt with by designing feedback control law. To this end, several algorithms based on different ideas are introduced in this paper and they are tested to be effective in lots of simulations. Theoretical results on
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Fig. 2 A simulation result for Algorithm 4.1



output seq



800 600



2



400



1



200



0



0



−1



−200



−2



−400



0



20



40



60



control seq



1500



−3



0.8



500



0.6



0



0.4



−500



0.2



0



20



0



40



60



0



20



pseudo−parameter seq



1



1000



−1000



noise seq



3



0



20



40



60



Fig. 3 A simulation result for Algorithm 5.1



stability of the closed-loop system for these algorithms are given and proved rigorously in this paper. Other algorithms proposed in companion papers [16] and [17] are also reviewed. Our results show that, under very weak conditions, there exist capable feedback control laws to deal with the finite internal uncertainties of system. These theoretical results give partial answers to the finite-model adaptive control problem and can lead to deeper understanding for the capability of the whole feedback mechanism.
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Fig. 5 A simulation result for the WLS-like algorithm in [17]



A Proof of Proposition 6.1 Algorithm A.1 Define



Di,j = {x ∈ R : fi (x) 6= fj (x)}.



(A.1)



Obviously, for any i 6= j , Di,j is not empty. Take u0 = 0,i0 = 1, Then, for t = 1, 2, · · · , M , define it , ut as follows: (1) If yt − g(yt−1 , ut−1 ) − fit−1 (yt−1 ) = 0, then take it = it−1 ; otherwise take it = t + 1. ∆



(2) When t < M , we can take any ut such that vt = fit (yt ) + g(yt , ut ) ∈ Dit−1 ,t+1 ; and when t ≥ M , we need only define



ut = KiM (yt ).
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Remark A.1 This algorithm can guarantee that the real system will be correctly identified in just M time steps. Intuitively, we needn’t design special control law ut in noise-free case since we can determine which model is the real system by solving equations. However, since it is possible that fi (x) = fj (x) for a large range of x, if we don’t design ut by a special method, for example, we choose ut randomly, we cannot be sure that the real system can be identified by solving equations. Proof of Proposition 6.1: By wt = 0, we have yt − g(yt−1 , ut−1 ) = f (yt−1 ), ∀t > 0. Now we consider the following cases: (1) If iM = 1, by definition of it , we have



i0 = i1 = · · · = iM −1 = iM = 1



(A.2)



f (yt−1 ) = yt − g(yt−1 , ut−1 ) = fit−1 (yt−1 ) = f1 (yt−1 )



(A.3)



and



holds for t = 1, 2, · · · , M . Consequently, for t = 1, 2, · · · , M − 1,



vt = g(yt , ut ) + fit (yt ) = g(yt , ut ) + f1 (yt ) = g(yt , ut ) + f (yt ) = yt+1 .



(A.4)



yt+1 = vt ∈ Dit−1 ,t+1 = D1,t+1



(A.5)



ft+1 (yt+1 ) 6= f (yt+1 )



(A.6)



Noting that



consequently we have



which indicates that for any k 6= 1, the equation f (yt ) = fk (yt ) cannot hold for all t = 2, 3, · · · , M . Thus the real system must be model 1, i.e. f (x) ≡ f1 (x). So this algorithm correctly identifies the real system in this case. (2) If iM = k > 1, then by definition of it , we must have



ik−1 = ik = · · · = iM −1 = iM = k



(A.7)



f (yt−1 ) = yt − g(yt−1 , ut−1 ) = fit−1 (yt−1 ) = fk (yt−1 ), t = k, k + 1, · · · , M.



(A.8)



and



Use arguments similarly to case (1), for t = k, k + 1, · · · , M − 1 we have



vt = g(yt , ut ) + fit (yt ) = g(yt , ut ) + fk (yt ) = g(yt , ut ) + f (yt ) = yt+1 ∈ Dk,t+1 .



(A.9)



ft+1 (yt+1 ) 6= f (yt+1 )



(A.10)



Consequently



which indicates that for any k 0 > k , model fk0 cannot be the real system . On the other side, let us consider t < k , i.e. t = 1, 2, · · · , k − 1. We need only consider those t’s such that it−1 6= it . Because it−1 6= it , then by definition of it , we must have it = t + 1,and



f (yt−1 ) = yt − g(yt−1 , ut−1 ) 6= fit−1 (yt−1 ).



(A.11)
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Therefore for k 0 = it−1 , model fk0 cannot be the real system . Furthermore, notice that for k 0 < t, we have



ik0 −1 = · · · = it−1 = k0



(A.12)



then consequently for j = k 0 , k 0 + 1, · · · , t, we have



f (yj−1 ) = yj − g(yj−1 , uj−1 ) = fij−1 (yj−1 ) = fk0 (yj−1 ).



(A.13)



Thus for j = k 0 , · · · , t − 1,



vj = g(yj , uj ) + fij (yj ) = g(yj , uj ) + fk0 (yj ) = g(yj , uj ) + f (yj ) = yj+1 ∈ Dij−1 ,j+1 = Dk0 ,j+1 .



(A.14)



and consequently, for j = k 0 , · · · , t − 2,



fj+1 (yj+1 ) 6= fk0 (yj+1 ) = f (yj+1 )



(A.15)



which indicates that for j = k 0 + 1, · · · , t − 1, model fj cannot be the real system . Repeat the argument above for all t’s such that it−1 6= it and t < k , immediately we have for any j < k , model fj cannot be the real system . By the arguments above of two sides, we know that model fk must be the real system . In summary, Algorithm A.1 can correctly identify the real system in just M time steps, therefore Proposition 6.1 is true.
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