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Distributed computing



Great interest: break up & solve large problems. Combines multiple components, working together. Increase computational power (smaller execution time) or less work/component. Theory: graph theory, Petri nets et al. Practice: physically separated hard+software.
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Petri nets



Extensive theory research since 1939. Directed, bipartite, weighted graphs w/ 2 kinds of nodes: place & transition. Parallel, distributed, concurrent, syn/asynchronous, nondeterministic processes [Murata, 1989]. Used to model & study workflow processes, manufacturing & biological systems . . . [Murata, 1989][Piedrafita et al. 2010]
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Membrane computing



Introduced in 1998, aims to get computational ideas from ˘ the biological cell. [Paun, 1998] Computationally complete, parallel & nondeterministic models: P systems. Distributed problem solving: dP systems ˘ [Paun et al. 2010]. Focus on specific variant: Spiking Neural P systems (SNP systems) and SNdP systems [Ionescu et al. 2006][Ionescu et al. 2011]
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SNP systems & Petri nets SNP systems can benefit greatly from PN theory + literature. They share same ‘look & feel’, among other things. e.g. M.G. Kadjinicolaou, M.B.E Abdelrazik, G. Musgrave, “Structured analysis for neural networks using Petri nets”, Proceedings of the 33rd Midwest Symposium on Circuits and Systems, 2: 70-773, 1990. V.P. Metta, K. Krithivasan, D. Garg, “Spiking Neural P systems and Petri nets”, Proceedings of the International Workshop on Machine Intelligence Research (2009) Francis George Cabarle, Henry Adorna
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Formal Definition Definition (Petri net) Γ = (P, T , F , W , M0 ) where (1) P = {p1 , p2 , ..., pm } is a finite set of places, (2) T = {t1 , t2 , ..., tn } is a finite set of transitions, (3) F ⊆ (P × T ) ∪ (T × P) is a set of arcs, (4) W : F → {1, 2, 3, ...} is a weight function, (5) M0 : P → {1, 2, 3, ...} is the initial marking P ∩ T = ∅. Francis George Cabarle, Henry Adorna
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An example



Figure: Simple Petri net example, with 3 places, 2 transitions, and initial marking of (1,0,0)
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Distributed Petri nets: Shared place A place ps is a shared place between at least two Petri nets Γi and Γj if there exist ti,k ∈ Ti , tj,l ∈ Tj such that there exist (ti,k , ps ), (ps , tj,l ) and there is at least one output arc for ti,k and at least one input arc for tj,l in Γj .
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Distributed Petri nets: Shared transition A transition ts is a shared transition between at least two Petri nets Γi and Γj if there exist pi,k , pi,k+ω ∈ Pi , pj,l , pj,l+α ∈ Pj , such that there exist (pi,k , ts ), (pj,l , ts ) (input arcs) and (ts , pi,k+ω ), (ts , pj,l+α ) (output arcs), where there is at least one output arc for pi,k , pj,l , and at least one input arcs for pi,k+ω , pj,l+α for some constants α, ω.
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Distributed Petri net



A distributed Petri net Γ is a Petri net consisting of two or more Petri nets connected via shared places, shared transitions, or both.
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Distributed Petri nets



Figure: (a) Asynchronous Petri net Γ1 w/ shared place ps . (b) Synchronous Petri net Γ2 w/ shared transition ts based on [Piedrafita et al. 2010]. Francis George Cabarle, Henry Adorna
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Formal Definition Π = (O, σ1 , . . . , σm , syn, in, out), 1. O = {a}, alphabet of only one object, the system spike a. 2. σ1 , . . . , σm are m neurons of the form: σi = (ni , Ri ), 1 ≤ i ≤ m,: a) ni ≥ 0, initial spike a in neuron σi b) Ri , finite set of rules of w/ 2 forms: (b-1) Spiking rules, E/ac → ap ; d, E is a regular expression over a, p ≥ 1 c ≥ 1, d ≥ 0. (b-2) Forgetting rules, as → λ, s ≥ 1, such that for each rule E/ac → a of type (b-1) from Ri , as ∈ / L(E).



3. syn = {(i, j) | 1 ≤ i, j ≤ m, i 6= j } are synapses between neurons. 4. in, out ∈ {1, 2, . . . , m}, input & output neurons. Francis George Cabarle, Henry Adorna
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An example



Figure: SNP system Π1 w/ labeled parts. Francis George Cabarle, Henry Adorna



from [Zeng et al. 2011]
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Distributed SNP systems: SNdP systems ∆ An SNdP system is a construct of the form ∆ = (O, Π1 , Π2 , ..., Πn , esyn) where (1) O = {a} represents the spike, (2) Πi = (O, σi,1 , . . . , σi,mi , syn, ini ) is an SNP system with request rules present only in neuron σini , and each σi,j = (ni,j , Ri,j ) where ni,j is the number of spikes in σi,j and Ri,j is a finite set of rules in σi,j , 1 ≤ j ≤ mi , (3) esyn is a set of external synapses between σi ∈ Πp and σj ∈ Πq and that there is at most one synapse from Πp to Πq and vice versa. Request rule form: E/λ ← ar where E is a regular expression over a and r ≥ 1. [Ionescu et al. 2011] Francis George Cabarle, Henry Adorna
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SNdP system example ∆1
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[Ionescu et al. 2011]
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Spiking Petri net Ω = (P, T , F , W , D, G, pE , M0 ) where (1) P = {p1 , p2 , ..., pm } is a finite set of places, (2) T = {t1 , t2 , ..., tn } is a finite set of transitions, (3) F ⊆ (P × T ) ∪ (T × P) is a set of arcs, (4) W : F → {1, 2, 3, ...} is a weight function such that W (fi ) denotes a weight of an arc fi ∈ F , (5) D : T → {1, 2, 3, ...} is a delay function such that D(ti ), ti ∈ T , gives a time delay before ti is enabled , (6) G is a guard function G(ti ), ti ∈ T , mapping a boolean type expression to ti which must be true before enabling ti , Francis George Cabarle, Henry Adorna
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Spiking Petri net



Ω = (P, T , F , W , D, G, pE , M0 ) where (7) pE ∈ P is the place corresponding to the environment of SNP(SNdP) systems and is not part of any sub-Petri net of a distributed Petri net, (8) M0 : P → {1, 2, 3, ...} is the initial marking, such that P ∩ T = ∅. Def’n modified from [Metta et al. 2009b]
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Modifications + extensions



In [Metta et al. 2009b] [Metta et al. 2009a] pE only has sink transitions (no output arcs). Here we ‘feed’ pE back to the start place of PN. In [Metta et al. 2009b] [Metta et al. 2009a] Spiking PNs (Ω) w/ only 1 input arcs/transition are considered. Here we consider transitions with more than 1 input arc. We convert Ω to SNdP systems (∆) and vice versa.
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SN ∗ dP system ∆∗



∆∗ = (O, Π1 , Π2 , ..., Πn , eσ, esyn) SNdP system ∆ w/ eσ, set of external neurons (single neuron SNP systems) which cannot have request rules and cannot output to the environment; act only as spike repositories between two or more modules. S A ∆ is a ∆∗ with eσ = ∅, and σi,out = ∅. ∆∗ can have more than one external synapse between Πp , Πq ∈ ∆ ∗
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Boundedness



PN is k-bounded if each place can have at most k tokens only. An open problem in [Ionescu et al. 2011] (SNdP system introduction) was posted: What if spikes in SNP system environment are limited i.e. no more spikes are produced unless the system produces spikes?
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Spike bounded SN ∗ dP system: γ-∆∗



A spike bounded SN ∗ dP system γ-∆∗ is an SN ∗ dP system with initially γ finitely many number of spikes in the environment, and further spikes are added only if the system outputs spikes via σout ’s.
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Theorem 1



Spike bounded SN ∗ dP system to spiking Petri net: For every spike bounded SN ∗ dP system γ-∆∗ there is a corresponding distributed spiking Petri net Ω.
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Theorem 1 proof idea Each module Πi ∈ γ-∆∗ becomes a sub-Petri net Pi ∈ Ω. Add pE to Ω, M(pE ) = γ. For each σ(i,j) ∈ Πi , add p(i,j) ∈ Pi . For each Spiking rule:
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Theorem 1 proof idea D(ti ) = 1 G(ti ): if M(pk ) = 2 TRUE, else, FALSE.



Francis George Cabarle, Henry Adorna



Some notes on Spiking Neural dP systems and Petri nets



Introduction Petri nets SNP systems Extending SNP systems & Petri nets References



Theorem 1 proof idea For each Forgetting rule: D(ti ) = 0, G(ti ): if M(pk ) = 2 TRUE, else, FALSE.
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Theorem 1 proof idea For each Request rule: D(ti ) = 0, G(ti ): if M(pO ) = 2 TRUE, else, FALSE.
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Thm 1 illustration: recall ∆1 (w.l.og. ∆1 ⇒ γ-∆∗1 , γ = 8)
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Theorem 1 illustration: γ-∆1 ⇒ Ω1



Francis George Cabarle, Henry Adorna



Some notes on Spiking Neural dP systems and Petri nets



Introduction Petri nets SNP systems Extending SNP systems & Petri nets References



Theorem 2



Spike bounded SN ∗ dP system to spiking Petri net: For every distributed spiking Petri net Ω there is a corresponding spike bounded SN ∗ dP system γ-∆∗ .
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Theorem 2 proof idea Each module Πi ∈ γ-∆∗ becomes a sub-Spiking PN in Ω. If pE 6= ∅, pE becomes the S environment of γ-∆∗ , γ = M(pE ). If pE = ∅ then σi,out = ∅ and we still create the environment of γ-∆∗ . M(p(i,j) ) = n(i,j) For each ti :



d = D(ti ) Francis George Cabarle, Henry Adorna
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Theorem 2 proof idea For each ti :
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Thm 2 illustration: recall Γ1 , Γ2 ⇒ Ω1 , Ω2
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Theorem 2 illustration: Ω ⇒ γ-∆∗
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Conclusion Extension of PN (Spiking PNs) and SNP/SNdP systems (SN ∗ dP systems) + conversion from one to another. Gave an idea to an open problem in [Ionescu et al. 2011]: bounded SNdP(SN ∗ dP) systems. Shared place and transition in PNs for synchronous and asynchronous SNP(SN ∗ dP) systems, respectively. What else can we say about power of SN ∗ dP systems? SNP(SN ∗ dP systems) can benefit greatly from theory of PNs: reachability, liveness, etc.
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Thanks for your attention!



Questions? Francis Cabarle {[email protected]} Henry Adorna {[email protected]} Supported by the DOST-ERDT program Research site: aclab.dcs.upd.edu.ph
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