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Abstract— We investigate how additional links added randomly to a network connection topology affect the phase transition from the free flow state to the congested state in packet-switching networks (PSNs). For the purpose of our study we have identified that the OSI Network Layer is the most important layer of the OSI reference model. For this layer we developed an abstraction for which we derived a time-discrete algorithmic simulation model. Using this simulation model we investigate the effects of various routing algorithms and connection topologies on the phase transition point. In this article we highlight the developed methodology and present some selected results.



I. Introduction The global Internet, wireless communication systems, ad-hoc networks or sensors networks are some of the examples of data networks of packet-switching type. These packet switching networks (PSNs) have experienced unprecedented growth that is going to continue in the foreseeable future. Hence, understanding the dynamics of flow and congestion in PSNs is of vital importance. One of the important aspects of these dynamics is a phase transition from the free flow to the high congestion state indicated in terms of number of packet in transit in the network. Some aspects of this phase transition can be captured and investigated by studying simplified models of PSNs [1, 2, 3, 4]. The aim of our work is to study how additional links added randomly to a network connection topology affect the phase transition from the free flow state to the congested state in PSNs. For the purpose of our study we have identified that the OSI network layer is the most important layer of the OSI reference model. For this layer we developed an abstraction for which we derived a time-discrete algorithmic simulation model [5]. Using this simulation model we investigate the effects of various routing algorithms and connection topologies on a phase transition point. In order to simulate our algorithmic models of PSNs we developed a C++ simulation tool, called Netzwerk-1 [6]. In this article we highlight only the developed methodology and present some selected results. For a more extensive treatment of the topic the interested reader is referred to [5]. This work



is the continuation of the research commenced by some of the authors in [7, 8, 9], and it can be easily extended to study dynamics of more complex networks.



II. Packet-switching network models There exists a vast amount of literature about PSNs, e.g. [10, 11]. Here we briefly review the material that is important for the development of our PSN models and outline their construction. The detailed construction is described in [5]. The purpose of a PSN is to transmit messages from points of origin to destination points. In our models, we assume that the entire message is contained in a single “capsule” of information, which, by analogy to PSNs, is simply called a packet. In a real PSN, a single packet carries the information “payload”, and some additional information related to the internal structure of the network. Since our aim is to understand, for various routing algorithms, the effects of additional randomly generated links on network flow and congestion, we ignore the information “payload” entirely. Hence, in the considered models we assume that each packet carries the following pieces of information: time of its creation, its destination address and some information to assess the performance of a model. Our simulated network models consist of a number of interconnected nodes. Each node can perform two functions: that of a host, meaning that it can generate and receive packets, and that of a router (message processor), meaning that it can store and forward packets. Packets are created randomly at each node and independently from the other nodes. An incoming queue and outgoing queues are maintained by each node to store packets on this node. We consider the case of one outgoing queue per switching node in this paper. We assume that each queue can be of unlimited size and observes a first-in first-out policy. Packets are routed according to the routing decisions made at each node independently from the other nodes. The creation and routing of packets is implemented by a discrete time, synchronous and distributed in space network algorithm. The structure of the networks considered and their routing algorithms are described in subsections which follow.
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A. Network connection topologies A packet-switching network topology can be viewed in an obvious way as a weighted directed multigraph L, i.e. a graph that allows multiple edges between vertices. Each network node corresponds to a vertex and each communication link between two nodes corresponds to a pair of parallel edges, each carrying data in opposite direction. With each direction of a link is associated the cost of transmission of a packet. The network connection topologies of our models are based on regular periodic (non-periodic) two-dimensional lattices L = Lp (L = Lnp ) such as square lattices L = p Lp (L) (L = Lnp  (L)) and triangular lattices L = L4 (L) np (L =L4 (L)). The parameter L stands for the number of nodes in the horizontal and the vertical direction of the lattice, see Fig. 1 for an example, and must be even for triangular lattices. The square and triangular lattices differ in the number of adjacent nodes (direct neighbours) per node: four and three, respectively. Hence, these lattices have different local connectivity properties. Furthermore, the non-periodic cases apply especially to wireless networks. We consider network connection topologies that are multigraphs and isomorphic to regular two-dimensional periodic (non-periodic) lattices Lp (Lnp ) with “l ≥ 0” additional randomly generated links added to them. If the topology is based on a square or a triangular lattice then we denote p np such a graph by Lp,l (L) (Lnp ,l (L)) or L4,l (L) (L4,l (L)), respectively. 13
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Fig. 1. 4x4 periodic square lattice Lp (4) (left) and 4x4 periodic triangular lattice Lp4 (4) (right). The dashed arrows indicate the links which make the lattice periodic (the nodes to which they connect are given). If those links are removed then the non-periodic lattices Lnp (4) and Lnp 4 (4), respectively, are obtained. 



The extra links in lattices L·,l with l additional randomly generated links are constructed from L = L·,0 using the following procedure. First, we select randomly a node n1 on the lattice L. Next, we select randomly another node n2 on this lattice, different from the node n1 . We connect these two nodes with a direct communication link. By repeating this procedure independently l times we obtain the lattice L·,l . In the described model it can happen that the nodes n1 and n2 are selected several times to form a new link. Hence, in the network the same nodes can be connected directly by several links. If required, this procedure can be easily modified. We want to emphasise that all the connections in



our model are static, they do not change during the simulation period. Randomly generated links are added before the simulation starts and remain unchanged. This property can be easily modified, too, for instance if the effects of link failures are to be studied. B. Routing decisions In the network models under discussion, each packet is transmitted from its source node through various links and packet switches to its destination node according to some routing decisions based on a least-cost criterion. These decisions define a packet’s route in the graph L. The route can either be a walk or a path, see below. Depending on the costs assigned to the edges of the graph, we consider routing decisions based on the minimum route distance or the minimum route length least-cost criterion. We consider three types of edge cost functions called One (One), QueueSize (QS) and QueueSizePlusOne (QSPO). These edge cost functions differ in the way they take into account the cost caused by traversing an edge and the cost caused by the time spent queueing at a node before an edge can be traversed. They are described in detail in [5]. In each network model studied here we assume that all edge costs are computed by the same edge cost function. In the case of the edge cost function One all edges in the multigraph are assigned a cost equal to one (or some other positive constant). By applying the least-cost criterion, with edge costs assigned by this edge cost function, the number of hops on the path from source to destination is minimised for each packet. Therefore, routing in a network with edge cost function One is also called minimum-hop routing. In the case of the edge cost function QS each edge in the multigraph is assigned a cost proportional to the number of packets awaiting transmission in the node from which the edge originates. This leads to non-negative edge costs. At any given time, a packet routed according to the leastcost criterion with edge cost function QS will travel from its current node to the next one along the first edge of a walk connecting the packet’s current node with its destination node and, additionally, this walk is at this time one with a minimum sum of numbers of packets at the packet’s current node and all intermediate nodes. In the case of the edge cost function QSPO each edge in the multigraph is assigned a cost proportional to the number of packets awaiting transmission in the node from which the edge originates plus the cost of a single hop (equal to one or another positive constant). This leads to positive edge costs. A packet routed according to the least-cost criterion with edge cost function QSPO will travel on a path which combines the properties of the first two cases. Namely, at any given time a packet is routed to the neighbouring node along the first edge of a path which, amongst all paths connecting the packet’s current node with its destination node, has at this time a minimum sum of hop costs plus numbers of packets at the packet’s current node and at all intermediate nodes. The minimum-hop routing (edge cost function One) is
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independent of the current state of the network. It only depends on the network connection topology. A routing scheme having this property is called static. In contrast, the other two edge cost functions lead to routing decisions which clearly depend on the current state of the network. The corresponding routing schemes are called adaptive or dynamic. In the case of adaptive routing one usually reconsiders the route choice towards the destination node of a packet after an edge has been traversed because the state of the network could have changed and another route might now be more cost effective. In other words, in the adaptive routing schemes considered we do not select a complete least-cost route to a packet’s destination but rather at each time we select the next node on an, at this time, least-cost route connecting the packet’s current node to its destination node. Hence, it can happen that a packet will visit a node several times on its route to its destination. This leads to the conclusion that the route travelled by a packet from its source to its destination is not necessarily a path connecting these two nodes but merely a walk when adaptive routing schemes are used. This implies that these schemes have the drawback that packets could go in cycles without ever reaching their destination. On the other hand, adaptive routing schemes imply the ability to avoid congested areas in the network, which is a favourite property. In a real packet-switching network the former difficulty must be avoided but in our current model we ignore it. C. Routing tables and their updates Nodes of a network maintain routing tables in order to perform routing efficiently. We assume that each node in a network stores estimates of the least path costs from itself to all destination nodes in the network. This type of routing scheme is called full-table routing. Other types of table routings are considered in [7, 8]. In order to keep the routing table up to date with the state of the network, we must update them on a regular basis for adaptive routing schemes. This is not necessary for static routing schemes since edge costs are independent of the state of the network, i.e. they remain constant during the time evolution of the network. Once the entries of the routing table are equal to the precise least path costs and not only estimates thereof, they do not change with time and subsequently require no updates. At initialisation time of the network, we compute the least path costs, not just estimates, between any ordered pair of nodes and store them in the routing table. A suitable algorithm for the computation of this initial routing table and for the computation of its centralised update (a case considered in [5]) is the Bellman-Ford algorithm [10]. In the case of adaptive routing schemes we perform a distributed routing table update. This means that a distributed version of the Bellman-Ford algorithm, see [10], is executed simultaneously and independently at every node in the network. Details of the implementation of this algorithm in our network model are described in [5]. After the completion of one distributed routing table update the newly calculated values of the routing table are not neces-



sarily equal to the least path costs of paths connecting pairs of network nodes, they are only locally computed estimates of these least costs. In this type of update nodes exchange information about their edge costs in time in order to determine the least-cost routes from one node to another one. The least path cost routing tables are not built up in one cycle as in the case of the centralised routing table update. They are build up gradually in time. D. PSN model algorithm We consider time as given in discrete time units of size one in our model and perform simulations from time k = 0 to a final simulation time k = T. We can observe the state of the network model at the discrete time points k = 0, 1, 2, ..., T only. One step of the discrete time, synchronous and distributed in space network algorithm advances the simulation time from k to k + 1. In our network model, based on the described connection topology, we consider the edge cost functions One, QS, and QSPO together with the full-table routing algorithm as discussed earlier. We consider here the distributed routing table update and this is performed once at the beginning of a time step. However, a centralised routing table update is performed to initialise the routing tables. Note that after initialisation no update of the routing table is necessary for the edge cost function One, i.e. static routing. We emphasise that the network’s connection topology and edge cost function are fixed for the course of a simulation; a restriction which can easily be relaxed. The following algorithm is an extension of the one proposed in [7, 9]. At time k = 0, the network is initialised with empty queues and a centralised routing table update is performed to initialise the routing tables. We consider one incoming and one outgoing queue for each switching node. One time step from k to k + 1 of the network algorithm is then given by the following sequence of operations. (1) Update routing tables: The routing table of the network is updated in a distributed manner. (2) Create and route packets: At each node, independently of the other nodes, a packet is created with probability λ, called the source load. Its destination address is randomly selected among all other nodes in the network with uniform probability. The newly created packet is placed in the incoming queue of its source node. Further, each node, independently of the other nodes, takes the packet from the head of its outgoing queue (if there is any), determines the next node on a least-cost route to its destination (if there is more than one possibility then select one at random with uniform probability), and forwards this packet to this node. Packets which arrive at a node from other nodes during this step of the algorithm are destroyed immediately if this node is their destination and otherwise they are placed in the incoming queue. (3) Process incoming queue: At each node, independently of the other nodes, the packets in the incoming queue are randomised and inserted at the end of the outgoing queue. (4) Evaluate network state: Various statistical data about the state of the network at time k are gathered and
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stored in time series. (5) Update simulation time: The time k is incremented to k + 1. The above described time step from k to k + 1 of the network algorithm can be repeated an arbitrary number of times. Step (3) of the algorithm simulates a sort of processing delay and ensures that a packet which arrives at a node in one time step does not leave the node before the next time step. Further, randomising the incoming queue simulates that the packets arrive at each node in random order. The statistical data stored in step (4) are described in more detail when needed below, see also [5].



behaviour as the non-averaged number of packets in transit Nk : after a transient period it approaches a constant value as time increases for sub-critical values of λ and it is a with time increasing function for super-critical λ. The advantage of using N k instead of Nk is that the averaged quantity N k does not exhibit the local fluctuations shown by Nk . We now say that a source load value λ is sub-critical if the relative deviation of the corresponding time series (N k )k≥Tt from its average av is less than a threshold ε > 0. This reads in formulas: λ is sub-critical when d ≤ ε, where PT T X Nk N k − av 1 , av := k=Tt . (2) d := T − Tt + 1 av T − Tt + 1 k=Tt



III. Characterisation of the phase transition It has been observed in investigations of empirical network data [12] that data networks change from a state of free packet flow to a congested state when the number of packets in the network exceeds a certain threshold. This threshold depends on the size and structure of the network and also on the protocols, in particular routing algorithms, which are used to run the network. In our models we can use the source load λ as a control parameter for the number of packets in the network. For small values of λ we observe a free flow of packets in the network whereas for larger values of λ the network becomes increasingly congested. This continuous phase transition from the free to the congested state of the network is of interest in the investigations reported here. We are particularly interested in the ability of additional, randomly generated links inserted into an underlying regular network connection topology to shift the phase transition point separating the two states towards higher network load, i.e. larger values of source load λ. For this reason we are going to vary the parameter l (number of randomly generated links) in the connection topologies considered but not the size L of the networks. We characterise the phase transition point of a network model by the critical source load λc . The value of λc of a network model is defined to be as large as possible under the restriction that the same network model with an arbitrary source load λ < λc will not become congested as the simulation time increases. We have estimated the critical source load λc of a network model by running the same model with various values of λ and then classifying each value of λ as an either sub- or super-critical source load value for this network model. Our estimate of λc is then chosen to be the largest sub-critical value of λ. We base our decision whether a source load value is sub- or super-critical on the time series of the average number of packets in transit N k for k = Tt , Tt + 1, . . . , T . Tt is the transient time which the network model needs to forget about its particular starting conditions (empty queues in our case) and N k is the time average over k 0 = 0, 1, 2, . . . , k of the numbers of packets in transit at time k 0 , Nk 0 , k 1 X Nk = Nk 0 . (1) k+1 0 k =0



The time-averaged quantity N k shares the same qualitative



In our experiments we have used Tt = 1000 and ε ≈ 0.02. We have always verified the choice of λc visually by inspecting the time series of N k . IV. Simulation results We consider models with network connection topologies p np Lp,l (25), Lnp ,l (25) and L4,l (26), L4,l (26) for various values l ∈ [0, 200] of additional, randomly generated links in this article. The edge cost function is either One, QS, or QSPO and the update of the routing table values is performed in a distributed fashion. The source load λ is taken from the set {0.005, 0.01, 0.015, . . . , 0.2}. Finally, the simulations are run for T = 2000 time steps for all models except for those with connection topology Lnp ,l (25) where T = 5000 in order to faithfully determine the critical source loads λc . We give plots of the estimated critical source load values λc as a function of the number of additional, randomly generated links for the PSN models with network connection p topology Lp,l (25) and Lnp ,l (25) in Fig. 2 and for L4,l (26) np and L4,l (26) in Fig. 3. In the following subsections we discuss these graphs on detail by comparing them according to the underlying lattice structure (square vs. triangular and periodic vs. non-periodic) of the PSN models. A. Periodic vs. non-periodic square lattice In this comparison we study the effects of the periodicity of the underlying square lattice structure on the critical source load of PSN models. The simulation parameters used for the periodic and non-periodic square lattice simulations are identical except for the periodicity. Periodicity describes the connectivity of the nodes lying along the exterior edges of the square lattice. In the periodic case, a node along the outer edge of the lattice will have the same number of edge connections as a node in the interior. As such it behaves as if the network extends infinitely and periodically in all directions. This provides equal connectivity across all nodes in the network which is not the case for non-periodic lattices. In the periodic case, Fig. 2 (top), the critical source load for the model without randomly generated links (l = 0) is ≈ 0.08 for all three edge cost functions. In the non-periodic case, Fig. 2 (bottom), the critical source load of the otherwise same models (l = 0) is significantly lower, much closer
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Fig. 2. λc vs. l for PSN models with network connection topology Lp,l (25) (top) and Lnp (25) (bottom). ,l



Fig. 3. λc vs. l for PSN models with network connection topology Lp4,l (26) (top) and Lnp 4,l (26) (bottom).



to 0.05, a drop greater than 35% compared to the periodic case. We attribute this drop of λc to the increased average distance between any two nodes in the non-periodic case which implies that, on average, any packet remains longer in the network and subsequently the average number of packets in transit is higher in the non-periodic case compared to the periodic case for the same value λ and the phase transition to the congested network state is observed for lower source load values already. Additionally, the critical source load for the models with l = 0 and edge cost function One is lower than those for the edge cost functions QS and QSPO. Here the ability of models with edge cost functions QS and QSPO to route packets around congested regions of the network is demonstrated. This effect is particularly pronounced in the non-periodic case due to the restricted connectivity along the boundary. Once a randomly generated link is added (l > 0) to each of the network models with edge cost function One, the critical source load drops dramatically to near zero. Despite adding up to l = 200 randomly generated links and a subsequent increase of the corresponding λc , neither periodic nor non-periodic models recover to the value λc of the models with l = 0. For models with l > 200 this value of λc will eventually be reestablished again as demonstrated in [7]. Meanwhile the models with edge cost function QS and QSPO show improvements in the network carrying capacity as randomly generated links are added in both the periodic and non-periodic cases. The non-periodic case displays the greater initial increase in the value of λc as l is increased. However once l = 100, the critical source load levels of the periodic and non-periodic lattices are nearly identical at a value of 0.11. From l = 100 to l = 200 both trajectories of



λc follow a similar linear increase to ≈ 0.15. This suggests that at a certain number of randomly generated links the effects of non-periodicity are essentially eliminated because the additional links have decreased the average distance between any two nodes in the non-periodic case to about the same level as in the periodic case with the same value of l. B. Periodic square vs. periodic triangular lattice Here we study the effects of a change of the underlying lattice geometry on the critical source load of PSN models. We note that we have performed all simulations on a periodic square lattice with L = 25 whereas for periodic triangular lattices we have used L = 26. This minor discrepancy should not affect adversely our conclusion from the simulation results. In the periodic triangular lattice each node is connected to six of its neighbours as compared to only four in periodic square lattices. This provides the periodic triangular lattice with an overall connectivity 1.5 times greater than that of the periodic square lattice. This is reflected in the increased value of λc = 0.095 for models with l = 0 and periodic triangular connection topology vs. λc = 0.08 for the same models but with periodic square lattice connection topology. The slopes of the graphs for edge cost functions QS and QSPO for both the triangular and square lattice case are generally linear (before signs of saturation are observed) and hence this advantage of the triangular lattice over the square lattice is preserved at least up to l = 200 randomly generated links. For larger values of l we expect a saturation of the critical source load to a value which is the same for models with square and
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triangular lattice connection topology. C. Periodic vs. non-periodic triangular lattice In this comparison we study the effects of the periodicity of the underlying triangular lattice structure on the critical source load of PSN models, see Fig. 3. This comparison closely resembles the one performed in Sec. IV.A. concerning models with periodic and non-periodic square lattice connection topology. Again the critical source load λc for l = 0 is lower for all edge cost functions in the case of the non-periodic lattice. Also, the values of λc for models with edge cost function One are lower than those for QS and QSPO. These two observations can be explained with the same arguments as given in the comparison in Sec. IV.A. For PSN models with edge cost function One and periodic triangular lattice connection topology we observe again that λc for l = 200 is still less than λc for l = 0. However, for the non-periodic case the value of λc for l = 0 is surpassed by the values of λc for l ≥ 150. Furthermore, for models with edge cost function QS and QSPO, the critical source loads in the non-periodic case show a faster increase with l than in the periodic case. Despite this faster increase, the values of λc in the periodic case are still marginally larger than those of the non-periodic case for l = 200. It is expected that for l > 200 the critical source loads for the periodic and the non-periodic case will become essentially equal. D. Non-periodic square vs. non-periodic triangular lattice This comparison is the non-periodic version of the comparison in Sec. IV.B. There are surprisingly few differences between corresponding graphs of λc in Figs. 2 (bottom) and 3 (bottom) and the performance of the PSN models is hardly to distinguish. We only note the following difference in comparison with results described in Sec. IV.B. Whereas in the corresponding periodic comparison we have seen distinctly different values of λc for l = 0 and edge cost functions QS and QSPO, specifically 0.08 in the square and 0.095 in the triangular case, in the non-periodic comparison these values are much closer, namely 0.055 in the square and 0.06 in the triangular case. The same observation holds concerning the values of λc in case of the edge cost function One. V. Concluding remarks We have described a simulation model for the OSI Network Layer. The presented simulation results put emphasis on whether the addition of randomly generated links inserted into a regular network connection topology can shift the phase transition point separating the free flow state and the congested state of the network towards higher network loads. To this end we looked into simulation results for four underlying connection topologies (periodic (nonperiodic) square and triangular lattices) and three different edge cost functions (One, QS, QSPO). The routing of packets has been performed by a distributed routing algorithm. The phase transition point of a network model is characterised by the critical source load λc .



For edge cost functions QS and QSPO we have seen that increasing l increases λc ; for One this holds also true after a sharp drop of λc when the first randomly generated link is added. We have further observed that by increasing l, it is possible to eliminate the negative effects of a non-symmetric network connection topology (drop of λc as compared to the symmetric case). This is of particular interest for wireless networks. The a priori higher connectivity of the triangular lattice as compared to the square lattice pays off in the case of a symmetric lattice; in the non-symmetric case the differences are marginal. Finally we note that almost no differences have been observed between the edge cost function QS and QSPO when studying the critical source load values. However, the advantages of QSPO over QS are in the low load regime of the network where it has a considerable less average delay time of packets, see [5]. Acknowledgements A.T. Lawniczak and A. Gerisch acknowledge partial support from the University of Guelph and The Fields Institute for Research in Mathematical Sciences. A.T. Lawniczak acknowledges additionally partial support from the Natural Science and Engineering Research Council (NSERC) of Canada. K. Maxie acknowledges partial support from the University of Guelph. The authors acknowledge the use of the SHARCNET computational resources at the University of Guelph. The authors thank B. Di Stefano for helpful discussions.
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