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Algebraic Model Structures



Definition 1.1. Let C be a category and let i : U → V and f : X → Y be morphisms in C. We write i t f and say i has the left lifting property with respect to f and f has the right lifting property with respect to i if the following holds. For every commutative square of the form U



/X



i



f



(1)



 /Y



 V



there is a diagonal map j as below, making the two triangles commute. /X >



U j



i



 V



(2)



f



 /Y



Definition 1.2. Let C be a category and M a class of maps in C. We define Mt = {f | (∀i ∈ M) i t f }



(3)



t



(4)



M = {i | (∀f ∈ M) i t f }



Definition 1.3. Let C be a category. A weak factorisation system on C consists of classes of maps C and F such that C = t F and F = C t and every morphism g in C factors as g = f ◦ i with i ∈ C and f ∈ F. Definition 1.4. Let C be a category. A functorial factorisation on C consists of a functor C2 → C3 which is a section to the composition functor C3 → C2 . We will usually write out a functorial factorisation as three separate components L, K, R as follows. Eg, if f is an object of C2 (ie a morphism in C) we might write the factorisation as /Y >



f



X Lf



!



(5) Rf



Kf



1



Definition 1.5 (Grandis, Tholen). Let C be a category and (L, R) a functorial factorisation on C. Note that L is an endofunctor on C2 and can be made into a copointed endofunctor in a canonical way. Dually, R can be made into a pointed endofunctor. An algebraic weak factorisation system on C consists of a functorial factorisation together with a comultiplication map Σ : L → L2 making L into a comonad and a multiplication map Π : R2 → R making R into a monad. Algebraic model structures were developed by Riehl in [5]. We first give the following weaker definition. Definition 1.6. Let C be a finitely complete and cocomplete category. A pre algebraic model structure on C consists of two awfs’s on C, (C t , F ) and (C, F t ) together with a morphism of awfs’s ξ : (C t , F ) → (C, F t ). We refer to C-coalgebras, C t -coalgebras, F -algebras and F t -algebras respectively as cofibrations, trivial cofibrations, fibrations and trivial fibrations and write the corresponding categories as C-Map, Ct -Map, F-Map and Ft -Map respectively. We write C, C t , F and F t for the classes of morphisms that admit the respective coalgebra and algebra structures. Definition 1.7 (Riehl). Let C be a complete and cocomplete category. An algebraic model structure on C is a pre algebraic model structure on C together with a class of morphisms W (which we refer to as weak equivalences) such that the underlying wfs’s of (C t , F ) and (C, F t ) together with W form a model structure. Explicitly this means that the following hold. 1. C¯ ∩ W = C¯t 2. F¯ ∩ W = F¯t 3. W satisfies 3-for-2. That is, if h = f ◦ g and any 2 of f g and h is in W, then so is the third.
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Type Theory in Algebraic Weak Factorisation Systems and Algebraic Model Structures



The idea of interpreting type theory in wfs’s and in particular model structures was developed by Awodey and Warren in [8] and [1]. We will consider a variant of this interpretation developed by van den Berg and Garner in [7] that exploits the additional structure of an awfs (in fact they use the slightly weaker notion of cloven weak factorisation system and the definitions of L-map and R-map are also slightly weaker). In the Awodey-Warren interpretation the basic idea is to interpret dependent types as fibrations in a model structure. However, in order to deal with certain coherence issues it is often best to view fibrations not as a class of maps, but as a class of maps together with algebraic structure. In an awfs this can be done very naturally: a fibration is simply a map f together with an F -algebra structure on f . This is exactly how dependent types are implemented in the van den Berg-Garner interpretation. Identity types are implemented using structures that Awodey and Warren refer to as very good path objects and which van den Berg and Garner refer to as 2



diagonal factorisations. These are factorisations of the diagonal maps as trivial cofibration followed by fibration. As suggested by the Awodey and Warren terminology this is a stronger variant of objects called path objects, which are factorisations of the diagonal maps as weak equivalence followed by fibration. We will refer to the former as strong path objects and the latter as weak path objects. That is, we use the following definition. Definition 2.1. Let f : X → Y be a fibration. Write ∆ : X → X ×Y X for the diagonal map. 1. A weak path object on f consists of a factorisation / X ×Y X :



∆



X r



p



(6)



Pf where r is a weak equivalence and p is a fibration. 2. A strong path object on f is a factorisation as above with r a trivial cofibration and p a fibration. Equivalently it is a weak path object where r is in addition a cofibration. In order to implement identity types, it is important that strong path objects not only exist on every fibration, but that we have a coherent choice of strong path objects. For this we will use van den Berg and Garner’s definition of stable functorial choice of diagonal factorisations (see [7, Definition 3.3.3]), which we will refer to as stable functorial choice of strong path objects. Note that we can easily produce a functorial choice of strong path objects using the (C t , F ) awfs as below: / X ×Y X :



∆



X



(7)



Ct∆



F∆



Kf However, in 01Sub this turns out to not be stable under pullback, so we do not get a stable functorial choice of strong path objects. Hence this is unsuitable for implementing identity types. This is often the case, as van den Berg and Garner point out in [7, Remark 3.3.4]. The following construction using instead the (C, F t ) awfs turns out to be much more useful. In this case, we assume we already have a stable functorial choice of weak path objects (we will define what precisely this means later) and use these to produce strong path objects. Suppose f is a fibration and that we are given a factorisation / X ×Y X :



∆



X r



p



Pf 3



(8)



where r is a weak equivalence and p is a fibration. Then we apply the (C, F t ) factorisation to r to extend the diagram as follows. / X ×Y X :



∆



X Cr



 Mr



r



(9)



p



!



/ Pf



F tr



Then r and F t r are both weak equivalences and so by 3-for-2, so is Cr. Since Cr is a cofibration, this tells us that in fact Cr is a trivial cofibration. But F t r is a fibration, so the following is a strong path object. / X ×Y X :



∆



X



(10) !



Cr



3



p◦F t r



Mr



A Pre Algebraic Model Structure on 01Sub



We define a pre ams on 01Sub as follows. We take the awfs (C t , F ) to be the awfs studied in [6] (where it is referred to as (L, R); see section 2.1 for the construction of the functorial factorisation). For the awfs (C, F t ) we construct the functorial factorisation by a process analogous to that in [6], but by taking fillers of boundaries rather than open boxes. Definition 3.1. Let f : X → Y be a morphism in 01Sub, y ∈ Y and A a finite subset of the set of names A. We define an A-boundary over y to be a function u : A × 2 → X such that for every (a, i), (b, j) ∈ A × 2 we have u(a, i)(b := j) = u(b, j)(a := i) and f (u(a, i)) = y(a := i). We will also refer to boundaries as closed boxes or simply boxes. We say a filler for u is x ∈ X such that f (x) = y and x(a := i) = u(a, i) for each (a, i) ∈ A × 2. A boundary filling operator for f , Fill is a filler Fill(u, y) for each boundary u over y satisfying the following uniformity conditions. Note that we may define π(u) and u(b := j) for π a finite permutation and b fresh for A by analogy with the case for open boxes in [4]. For the uniformity condition we require Fill(π(u, y)) = π(Fill(u, y)) for every finite permutation π and Fill((u, y)(b := j)) = Fill(u, y)(b := j) for every b and j with b fresh for A. One can define a functorial factorisation f



X Cf



!



/Y = (11) F tf



Mf



by analogy with the construction in [6] in such a way that it gives a cofibrantly generated awfs (C, F t ) such that the Rt -algebra structures on a map f correspond precisely to the boundary filling operators. Essentially M f is defined 4



inductively. We start with M0 f := X and then repeatedly add fillers for every (u, y) where u is a boundary in M f over y ∈ Y . We now define a map of awfs’s ξ : (C t , F ) → (C, F t ) as follows. Given a morphism f in 01Sub, we define the map ξf : Kf → M f inductively as follows. Given x ∈ X we take ξf (x) := x. Given hai(u, y) ∈ K + f , where u is a 1-open A, a open box, we define an A\a boundary u0 by taking u0 (b, i) := ξf (u(b, i)(a := 1)). We then set ξf (hai(u, y)) := (u0 , y(a := 1)). Given (u, y) ∈ K ↑ f , where u is a 1-open A, a open box, let u0 be the A \ a-boundary defined the same as above. Then define an A-boundary v as follows. For (b, i) ∈ A × 2 \ (a, 1), take v(b, i) := ξf (u(b, i)). Then take v(a, 1) := u0 . Finally, we define ξf (u, y) := (v, y). Theorem 3.2. There is a class of maps W such that the pre algebraic model structure on 01Sub in this paper together with W is an algebraic model structure on 01Sub (and furthermore this can be proved constructively). Proof. (Proof will hopefully appear in a later version of this draft). Proposition 3.3. The awfs (C, F t ) preserves pullbacks in the following sense: whenever we have a pullback square h



X



/W g



f



 Y



k



 /Z



(12)



the following square is also a pullback. Mf



M (h,k)



/ Mg



F tf



F tg



 Y



k



(13)



 /Z



Proof. We check that the canonical map M f → M g ×Z Y is an isomorphism. We first check that it is an injection. Let m, m0 ∈ M f and suppose that M (h, k)(m) = M (h, k)(m0 ) and F t f (m) = F t f (m0 ). Note that the former equation implies that m and m0 have the same rank. If m and m0 are both elements of X then m = m0 since (12) is a pullback. If m = (u, y) and m0 = (u0 , y 0 ), then we have by induction u = u0 . We also have y = y 0 and so m = m0 . To check surjectivity, let m ∈ M g and y ∈ Y with k(y) = F t g(m). If m ∈ W , then there is a unique x ∈ X such that h(x) = m and f (x) = y since (12) is a pullback. If m = (u, z) and y ∈ Y , then if u : A × 2 → M g we may assume by induction that we have for each (a, i) ∈ A × 2 an element of M f in the fibre of u(a, i). Since we have already checked injectivity, this gives us a box u0 : A × 2 → M f satisfying the adjacency conditions. Finally note that (u0 , y) ∈ M f and we have M (h, k)(u0 , y) = (u, z) and k(y) = z. Remark 3.4. The other awfs we consider on 01Sub, (C t , F ), certainly does not preserve pullbacks. The cause is the “Kan composition” elements hai(u, y). In general the canonical map Kf → Kg ×Z Y can fail to be injective and fail to be surjective.
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Strong Path Objects from Weak



Definition 4.1. Suppose we are given a pre-ams ξ : (C t , F ) → (C, F t ) on a category C. A structured weak equivalence is a morphism f in C, together with a F t -algebra structure on F f . For f a morphism in C we will say weak equivalence structure on f to mean a structured weak equivalence whose underlying map is f. If f and g are structured weak equivalences, a morphism of weak equivalences from f to g is a morphism α : f → g in C2 (ie a commutative square in C) such that Rα is a morphism of Rt -algebras. Write W-Map for the resulting category. Remark 4.2. Suppose that ξ : (C t , F ) → (C, F t ) is an ams. Then a morphism f admits a weak equivalence structure if and only if it is a weak equivalence. Definition 4.3. A functorial 3-for-2 operator on a pre-ams ξ : (C t , F ) → (C, F t ) on a category C is the following. Given morphisms f1 , f2 , f3 such that f3 = f2 ◦ f1 and for i 6= j ∈ {1, 2, 3} we are given weak equivalence structures on fi and fj , then writing k for the remaining element of {1, 2, 3} we have assigned a weak equivalence structure on fk . Furthermore, these assignments are functorial, in the following sense. Suppose we are given a commutative diagram as below. U



f1



/V



f2



/W



g1



 /Y



g2



 /Z



(14)  X



Let f3 := f2 ◦ f1 and g3 := g2 ◦ g1 and write α1 for the left hand square α2 for the right hand square and α3 for the big rectangle. If i 6= j ∈ {1, 2, 3} and we are given weak equivalence structures on fi , gi , fj and gj such that αi and αj are morphisms of structured weak equivalences, then αk is a morphism between the weak equivalence structures we have assigned on fk and gk . Definition 4.4. An ams with structured weak equivalences is a pre ams on a finitely complete and cocomplete category C together with the following: 1. A functorial 3-for-2 operator. 2. Given a weak equivalence structure and a C-coalgebra structure on each map f a choice of C t -coalgebra structure on f which is the action on objects of a functor C-Map ×C2 W-Map → Ct -Map. 3. Given a weak equivalence structure and a F -algebra structure on a map f a choice of F t -algebra structure which is the action on objects of a functor F-Map ×C2 W-Map → Ft -Map. 4. Given a C t -coalgebra structure on each map f , a choice of weak equivalence structure on f which is the action on objects of a functor Ct -Map → W-Map. 5. Given an F t -algebra structure on each map f , a choice of weak equivalence structure on f which is the action on objects of a functor Ft -Map → W-Map. 6



Remark 4.5. Some of the above structure can be found in any pre ams. Theorem 4.6. The pre ams in section 3 can be made into an ams with structured weak equivalences. Proof. (Proof will hopefully appear in a later version of this draft) Recall from [7] the following definition (where strong path objects are referred to as diagonal factorisations). Definition 4.7 (van den Berg, Garner). 1. A choice of strong path objects consists of an assignment to every F -map f : X → Y a factorisation rf



pf



X → P (f ) → X ×Y X



(15)



of the diagonal ∆ : X → X ×Y X together with an C t -coalgebra structure on rf and an F -algebra structure on pf . 2. A choice of strong path objects is functorial if the assignment of (15) provides the action of objects of a functor F-Map → F-Map ×C Ct -Map. 3. A choice of strong path objects is stable when every map of F -algebras whose underlying square is a pullback makes the following square given by functoriality a pullback P (h,k)



P (f )



/ P (f 0 ) pf 0



pf



 X ×Y X



(16) 



/ X 0 ×Y 0 X 0



4. The awfs is Frobenius if to every square f ∗X



f¯



¯i



/X i



 Z



f



(17)



 /Y



together with an F -algebra structure on f and C t -coalgebra structure on i we have assigned an C t -coalgebra structure on ¯i. It is functorially Frobenius if this assignment gives rise to a functor F-Map ×C Ct -Map → Ct -Map. 5. A homotopy theoretic model of identity types is a finitely complete category C together with an awfs that is functorially Frobenius and has a stable functorial choice of strong path objects. Theorem 4.8 (van den Berg, Garner). Every homotopy theoretic model of identity types gives rise to a model of type theory with identity types. Proof. See [7, Section 3.3]. Remark 4.9. We leave it for future work to check that theorem 4.8 can be proved constructively. 7



We give corresponding definitions for weak path objects as follows. Definition 4.10. 1. A choice of weak path objects consists of an assignment to every F -map f : X → Y a factorisation rf



pf



X → P (f ) → X ×Y X



(18)



of the diagonal ∆ : X → X ×Y X together with a weak equivalence structure on rf and an F -algebra structure on pf . 2. A choice of weak path objects is functorial if the assignment of (18) provides the action of objects of a functor F-Map → F-Map ×C W-Map. 3. A choice of weak path objects is stable when every map of F -algebras whose underlying square is a pullback makes the following square given by functoriality a pullback P (h,k)



P (f )



/ P (f 0 ) pf 0



pf



 X ×Y X



(19) 



/ X 0 ×Y 0 X 0



Theorem 4.11. Suppose we are given an ams with structured weak equivalences and a functorial choice of weak path objects. Then we can construct a functorial choice of strong path objects. Proof. Suppose that we are given a choice of weak path objects. That is, we are given for each fibration f a factorisation / X ×Y X :



∆



X rf



(20)



pf



Pf together with weak equivalence on rf and R-algebra structure on p. Then we apply the (C, F t ) factorisation to rf to extend the diagram as follows. ∆



X Crf







M rf



rf



pf



"



F t rf



/ X ×Y X : (21)



/ Pf



Then we may use the functorial 3-for-2 operator to construct a weak equivalence structure on Crf from the weak equivalence structures on rf and F t rf . Since Cr is a cofibration, we can construct from this a C t -coalgebra structure on Cr. But we can produce an R-algebra structure on F t r and composition of R-algebras is functorial, so the following is a functorial choice of strong path objects. / X ×Y X :



∆



X Crf



pf ◦F t rf



! M rf 8



(22)



The reason that we prove the preceding theorem as we do, rather than constructing the strong path objects directly using the awfs (Lt , R) is that we get the following corollary. Corollary 4.12. Suppose we are given an ams with structured weak equivalences such that the awfs (C, F t ) preserves pullbacks and we are given a stable functorial choice of weak path objects. Then we can construct a stable functorial choice of strong path objects. Proof. Assume that we are given a pullback square as below. / X0



X  Y



(23)



f0



f



 / Y0



We first check that the square below is a pullback. X ×Y X



/ X 0 ×Y 0 X 0



 Y



 / Y0



(24)



To this end, consider the following commutative cube. / X 0 ×Y 0 X 0



X ×Y X X



y



/ X0



x  / X0



 X



(25)



 / Y0 x



 y Y



The front face is a pullback by our assumption and the left and right faces are pullbacks by definition. Hence the back face is also a pullback. But the bottom face is a pullback once again by our assumption. Hence the composition of the back face and bottom face is a pullback, but this is precisely (24), as required. Now consider the diagram X



/ X0



 Pf



 / Pf0



 X ×Y X







/ X 0 ×Y 0 X 0



 Y



 / Y0 9



(26)



We have just checked that the lower square is a pullback. The middle square is also a pullback since we assumed P is stable. The entire rectangle is also a pullback by assumption (it is precisely (23)). We deduce that the upper square is also a pullback. Finally consider the following diagram. / M rf 0



M rf



R t rf 0



R t rf



 / Pf0



 Pf



pf







 X ×Y X



(27)



pf 0



/ X 0 ×Y 0 X 0



Since the upper square in (26) is a pullback and (L, Rt ) preserves pullbacks, we deduce that the upper square in (27) is a pullback. The lower square is also a pullback by the assumption that P is stable. Hence the entire rectangle is a pullback. But this is precisely what we need to show that the strong path objects we defined before are stable.
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Strong Path Objects in 01Sub



We give a direct proof that a stable functorial choice of strong path objects exists in 01Sub. This also follows as a special case of the preceding section. This gives the same path objects as defined in [6, Section 6.3]. In particular we get a proof that these path objects can be used to model identity types, which is not proved in [6]. Lemma 5.1. Suppose that we have a commutative diagram of the form /Y



f



X



(28) h



Z



g



�



together with F t -algebra structures on h and g. Then we can construct morphisms p : M f → X and q : M f → [A]Y such that for all m ∈ M f 1. If m ∈ X, then p(m) = m and q(m) = haif (m) where a is fresh for m. 2. q(m)@0 = f (p(m)) 3. q(m)@1 = F t f (m) 4. If a is fresh, then g(q(m)@a) = g(F t f (m)) Furthermore, we can ensure that we have a functorial choice of such morphisms. That is, given commutative squares X



f



k



 X0



/Y



g



m



l



f



0



 / Y0 10



/Z



g



0



 / Z0



(29)



such that the right hand square and whole rectangle are both morphisms of F t maps, the following squares commute Mf M (k,l)







Mf0



/X



p



k



 / X0



p0



Mf M (k,l)



q



/ [A]Y [A]l







Mf0



q0



 / [A]Y 0



(30)



Proof. We define p and q by induction on the definition of M f . If m ∈ X, then we define p(m) to be m and q(m) to be haif (m) with a fresh. Now assume that m is of the form (u, y) where y ∈ Y and u : A × 2 → M f . We may assume by induction that both p ◦ u and q ◦ u are already defined. Note that v := (p ◦ u, g(y)) is a box in over h. Use the boundary filling operation on h to get x ∈ X. We take p(u, y) to be x. Now let a be a fresh name and form a box w : (A ∪ {a}) × 2 → Y as follows. w(a, 0) is defined to be x. w(a, 1) is defined to be y. For (b, i) ∈ A × 2, w(b, i) is p(u(b, i))@a. Use the boundary filling operator on g to fill (w, g(y)) and obtain y 0 ∈ Y . Finally take q(m) to be haiy 0 . We now need to check the commutative squares in (30). In both cases this is done by induction on the construction of M f and the case for elements of X in M f is easy. It remains to check the case where we have (u, y) ∈ M f with u : A × 2 → M f and y ∈ Y . We have by the definition of M (k, l) that M (k, l)(u, y) = (M (k, l) ◦ u, l(y)). By induction we may assume that p0 ◦ M (k, l) ◦ u = k ◦ p ◦ u. Therefore if v is the open box we consider above and v 0 is the result of applying the same procedure to M (k, l)(u, y), then we have v 0 = M (k, m)(v). Since the big rectangle in (29) is a morphism of F t -algebras, we know that filling v and applying k is the same as applying M (k, m) and then filling. Hence p0 (M (k, l)(u, y)) = k(p(u, y)). One may similarly check that the right hand square in (30) holds at (u, y), this time using the fact that the right hand square in (29) is a morphism of F t -algebras. Lemma 5.2. Suppose that we have a commutative diagram of the form /Y



f



X



(31) h



Z



�



g



together with F t -algebra structures on h and g. Then we can construct a morphism r : M f → Kf such that the following diagram commutes X



X



Ctf



Cf



 Mf



r



F tf



 / Kf



Ff



 Y



 Y



11



(32)



Furthermore, this can be done in a functorial way in the following sense. Given commutative squares /Y



f



X



g



m



l



k



 X0



 / Y0



f0



/Z



g0



 / Z0



(33)



such that the right hand square and whole rectangle are both morphisms of F t maps, the following square commutes r



Mf M (k,l)



/ Kf



K(k,l)







r



Mf0



0



 / Kf 0



(34)



Proof. We first define a morphism s : M f → [A]Kf by induction on the definition of M f . We will ensure that for a fresh, F f (s(m)@a) = q@a. If m = Cf (x) then take r(m) to be haiC t f (x), where a is a fresh name. Now suppose m = (u, y) where u : A × 2 → M f is a box over y. Let a be a fresh name and p and q as in lemma 5.1. Define an open box v : A × 2 ∪ {(a, 0)} as follows. v(a, 0) is defined to be p(m). For (b, i) ∈ A × 2, v(b, i) is defined (by induction) to be s(u(b, i))@a. We then take s(m) to be hai(v, q(m)@a). Finally, we take r(m) to be s(m)@1. We now need to check that the square (34) commutes. In fact we will show something slightly stronger that implies it. If s is as above and s0 is the result of applying the same construction to f 0 , g 0 and h0 we will check that the following square commutes. s / Mf [A]Kf M (k,l)







[A]K(k,l) s0



Mf0



 / [A]Kf 0



(35)



We prove this by induction on the definition of M f . The case where m ∈ M f is an element of X is easy. It remains to check the case where m = (u, y) where u : A × 2 → M f and y ∈ Y . By the definition of M , we have M (k, l)(u, y) = (M (k, l) ◦ u, l(y)). By induction we may assume that for (b, i) ∈ A × 2, s0 (M (k, l)(u(b, i))) = haiK(k, l)(s(u(b, i))@a). The result now follows easily from the preceding lemmas. Lemma 5.3. Suppose that we have a commutative diagram of the form /Y



f



X



(36) h



Z



�



g



together with F t -map structures on h and g and an C-map structure on f . Then there is a canonical C t map structure on f .
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Furthermore, this choice is functorial in the following sense. Given commutative squares /Y



f



X



 / Y0



f0



/Z m



l



k



 X0



g



g0



 / Z0



(37)



such that the right hand square and whole rectangle are both morphisms of F t maps, and the left hand square is a morphism of C-maps then the left hand square is also a morphism of C t -maps. Proof. Consider the composition of commutative squares below, where the left hand square is given by the C-coalgebra structure on f and the right hand square is given by lemma 5.2. X



X f



X Ctf



Cf



 / Mf



 Y



 / Kf



(38)



Remark 5.4. Lemma 5.3 holds in any ams with structured weak equivalences. Theorem 5.5. Suppose that f is an F -map and we are given a map r : X → PY X, an F -map p : PY X → X ×Y X such that p ◦ r = ∆ and an F t -algebra structure on π0 ◦ p. Then there is a strong path object on f given by M r with Cr : X → M r and p ◦ F t r : M r → Y . Proof. We have (p ◦ F t r) ◦ Cr = p ◦ (F t r ◦ Cr) = p ◦ r = ∆. It remains to construct an C t coalgebra structure on Cr. Note that (π0 ◦ p) ◦ t F r is a composition of F t maps and so an F t map (in a canonical way). The identity on X clearly admits a canonical F t -map structure. Cf has a canonical C-map structure given by comultiplication. Hence we can apply lemma 5.3 to get an C t -map structure on Cf . Remark 5.6. In any ams with structured weak equivalences we can always construct a weak path object from a diagonal factorisation together with a trivial fibration structure on one of the end point maps. The converse also holds. In below, write [A]f X for the usual identity types in cubical sets (ie as in [2]). See also [6, Definition 6.1] for a direct definition in 01Sub. Lemma 5.7. For any F -map f : X → Y , the 0 end point map (and similarly the 1 end point map), e0 : [A]f X → X is an F t -algebra. Furthermore, the F t algebra structures can be assigned in a functorial way, in the sense that whenever the square below is a morphism of F -maps, X



f



p



 X0



/Y q



f0



13



 / Y0



(39)



the following is a morphism of F t maps.



[A]p



/X



e0



[A]f X



p







[A]f 0 X 0



 / X0



e00



(40)



Proof. We will construct a boundary filling operator. Suppose we are given u : A×2 → [A]f and x ∈ X such that for each (a, i) ∈ A×2 we have e0 (u(a, i)) = x(a := i). Now let b and c be fresh names and form a 1-open A ∪ {b}, b-box, u0 , over f as follows. For each (a, i) ∈ A × 2, define u0 (a, i) using the F -algebra structure on f so that u0 (a, i)(b := 0) = x(a := i) and u0 (a, i)(b := 1) = u(a, i)@c. Define u0 (b, 0) to be x. Now let x0 be the filler of u0 given by the F -algebra structure on f . We then take the filler of u to be hci(x0 (b := 1)). Finally note that since Kan filling operators are preserved by morphisms of F -algebras, the same is true for our choice of F t -algebras. To show 01Sub forms a homotopy theoretic model of identity types, it only remains to check that 01Sub is functorially Frobenius. This is essentially the same as showing dependent products along fibrations preserve fibrations. Lemma 5.8. Suppose that we are given a pullback square of the form /X



p



f ∗ (X) f ∗ (i)



(41)



i



 Y



 /Z



f



together with an F -algebra structure on f and an C t -algebra structure on i. Then we can construct a morphism g : Y ×Z Ki → Kf ∗ (i) that fits into the following commutative diagram. f ∗ (X)



f ∗ (X)



hf ∗ (i),Ci◦pi



Cf ∗ (i)



 Y ×Z Ki



g



 / Kf ∗ (i)



(42)



F f ∗ (i)



π0



 Y



 Y



Furthermore, we can choose these g in a functorial way in the following sense. Suppose that we are given i0 , f 0 , p, q and r in the following diagram Y



f



p



 Y0



/Zo



i



q



f



0



 / Z0 o



X r



i0



 X0



(43)



such that the left hand square is a morphism of F -algebras and the right hand square is a morphism of C t -coalgebras. Then if g and g 0 are constructed as 14



above then the following square commutes. Y ×Z Ki hp,K(r,q)i







Y 0 ×Z 0 Ki0



g



g0



/ Kf ∗ (i) 



K(hp,ri,p)



(44)



/ Kf 0∗ (i0 )



Proof. We define g(y, w) for (y, w) ∈ Y ×Z Ki by induction on the rank of w. If w = Ci(x) for x ∈ X, we take g(y, w) := Cf ∗ (i)(y, x). We now deal with the case where the rank of w is greater than 0. Following the proof of [2, Theorem 5], we first deal with the cases where w is an element of K + i or K − i, then deal with the cases K ↑ i and K ↓ i ensuring compatibility with the former cases. This ensures that g preserves substitutions and so is genuinely a morphism in 01Sub. Let (y, w) ∈ Y ×Z Ki where w = hai(u, z) is an element of K + i. Let a be a fresh name. Note that since (y, w) is in the pullback Y ×Z Ki we know that f (y) = F i(w) = z(a := 1). We can then use the Kan filling operator given by the F -algebra structure on f to construct y 0 such that y 0 (a := 1) = y and f (y) = z. Note that if (b, i) lies in the domain of u, we may assume by induction that g(y 0 (b := i), u(b, i)) has already been defined. This gives us an open box (u0 , y 0 ) in Kf ∗ (i). We take g(y, w) := (u0 , y 0 )(a := 1). We now deal with the case where (y, w) ∈ Y ×Z Ki with w = (u, z) an element of K ↑ i. Suppose that u is an A, a-box. Note that for g to preserve substitutions we need in particular g(y, w)(a := 1) = g(y(a := 1), hai(u, z)). As above, we construct y 0 such that y 0 (a := 1) = y(a := 1) and f (y 0 ) = z using the F -algebra structure on f . Then let b be a fresh name and use the F algebra structure again to get y 00 such that y 00 (b := 0) = y 0 , y 00 (b := 1) = y and y 00 (a := 1) = y(a := 1). We then define an open box v : A×2∪{(b, 0)} → Kf ∗ (i). By induction we may assume that for (c, i) in the domain of u, we have already defined g(y 00 (c := i), u(c, i)). Furthermore, since b was chosen to be fresh we have g(y 00 (c := i), u(c, i))(b := 0) = g(y 0 (c := i), u(c, i)). We define v 0 to be the A, a-box defined by v 0 (c, i) = g(y 0 (c := i), u(c, i)) and then take v(b, 0) = v 0 . We take v(a, 1) to be g(y(a := 1), w(a := 1)), which we defined above to be hai(u0 , y 0 ). Finally we need to define v(c, i) where (c, i) is in the domain of u. We take v(c, i) := g(y 00 (c := i), u(c, i)). To check the adjacency conditions for v we need in particular that for (c, i) ∈ A × 2, v(a, 1)(c := i) = v(c, i)(a := 1). We have v(a, 1)(c := i) = hai(u0 , y 0 )(c := i) 0



(45)



= u (c, i)(a := 1)



(46)



= g(y 0 (c := i), u(c, i))(a := 1)



(47)



0



(48)



0



= g(y (a := 1)(c := i), u(c, i)(a := 1)) = g(y 00 (a := 1)(c := i), u(c, i)(a := 1))



(49) (50)



= g(y 00 (c := i), u(c, i))(a := 1)



(51)



= v(c, i)(a := 1)



(52)



= g(y (c := i)(a := 1), u(c, i)(a := 1))



The other adjacency conditions on v are easy to check. We can now define g(y, w) to be (v, y 00 )(b := 1). 15



Finally functoriality can easily be checked, noting that the Kan filling operations are preserved since we were given a morphism of F -algebras. Theorem 5.9. The awfs (C t , F ) is functorially Frobenius. Proof. Suppose that we are given a pullback square of the form f ∗ (X)



/X



p



f ∗ (i)



(53)



i



 Y



 /Z



f



together with an F -algebra structure on f and an C t -algebra structure on i. We need to construct an C-coalgebra structure on f ∗ (i). For this, we use the following composition of commutative squares. f ∗ (X)



f ∗ (X)



f ∗ (X)



f ∗ (i)



hf ∗ (i),Ci◦pi



Cf ∗ (i)



 Y



 / Y ×Z Ki



 / Kf ∗ (i)



g



h1Y ,c◦f i



(54)



For the left hand square, c : Y → Ki is the C t -coalgebra map on i and h1Y , c◦f i : Y → Y ×Z Ki is well defined by using the counit law for c. The right hand square is given by lemma 5.8. We now check the counit law. This is simply by considering the following commutative diagram. Y



h1Y ,c◦f i



/ Y ×Z Ki



g



/ Kf ∗ (i) F f ∗ (i)



π0



 Y



(55)



 Y



The left hand triangle is by definition of h1Y , c ◦ f i. The right hand square is part of diagram (42). We can now see that F f ∗ (i) ◦ (g ◦ h1Y , c ◦ f i = 1Y , which is what we need to verify the counit law for g ◦ h1Y , c ◦ f i. Finally we need to check functoriality. Suppose that we are given i0 , f 0 , p, q and r in the following diagram Y



f



p



 Y0



/Zo



i



q



f



0



 / Z0 o



X r



i0



 X0



(56)



such that the left hand square is a morphism of F -algebras and the right hand square is a morphism of C t -coalgebras. Consider the following commutative diagram, where c and c0 are the C t coalgebra maps for i and i0 respectively. Y



f



p



 Y0



/Z q



f



0



 / Z0 16



c



/ Ki



K(r,q) 0



c



 / Ki0



(57)



The right hand square commutes since r and q form a morphism of C t -coalgebras. Since the big rectangle commutes, we also have the following commutative square. Y p



 Y0



h1Y ,c◦f i



/ Y ×Z Ki



hp,K(r,q)i 0



0



h1Y 0 ,c ◦f i / 0



(58) 



Y ×Z 0 Ki0



Finally by pasting the above square to diagram (44), we confirm that we do get a morphism of C t -coalgebras.
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The Pre Algebraic Model Structure in Classical Logic



Proposition 6.1. Suppose that excluded middle holds. Then every monomorphism admits a canonical C-map structure. Proof. Let f : X → Y be a monomorphism. We will construct a coalgebra map c : Y → Mf By excluded middle we know that every element y of Y has a least finite support Supp(y). We proceed by induction on the size of Supp(y). For each y ∈ Y we have by excluded middle that y either lies in the image of f or does not. If y lies in the image of f , then there is x ∈ X such that f (x) = y, and x is unique since f is a monomorphism. Take c(y) to be Cf (x). Otherwise, y does not lie in the image of f . Define A := Supp(y). We define a box u : A×2 → M f by u(a, i) := c(y(a := i)), and let c(y) := (u, y). Remark 6.2. The choice of C-map structures above is not functorial.
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Path Objects Via Mapping Cylinders



Theorem 7.1. Any extension of type theory that has weak identity types (weak in the sense that J-computation holds only propositionally), mapping cylinders in the sense of [3] and computation for Σ types, must also have strong identity types (strong in the sense that J-computation holds definitionally). Sketch proof We will just check the non-dependent case. Write IdA for the weak identity types and Cyl for the mapping cylinders (see [3, Section 2]). Let ` A. Define r(x) := (x; x; refl(x)), so that x : A ` r(x) : Σx,y:A IdA (x, y). We define the strong identity types Id0A as Id0A (x, y) := Σp:IdA (x,y) Cylr ((x; y; p)). We define refl0 (x) to be the term (refl(x); intop(x)), so that we have x : A ` refl0 (x) : Id0A (x, x). We now need to define the J 0 terms for Id0A . (NB: If we had already the model structure described in [3] this would be easier, but since many of the proofs there rely on the J-computation rule we can’t assume the model structure exists a priori.) Suppose that x : A, y : A, q : Id0A (x, y) ` B(x, y, q) and suppose that t is a term with x : A ` t(x) : B(x, x, refl0 (x)). We define C(z, u) := B(z.1, z.2.1, (z.2.2; u)) so that z : Σx,y:A IdA (x, y), u : Cylr (z) ` C(z, u). We now define dbase , dtop and dcyl as in [3, Definition 4] so we



17



can apply the induction principle for Cyl. We take dtop (x) := t(x). We define dbase using the original J term for IdA . To this end we first note that we have a dependent type x : A, y : A, p : IdA (x, y) ` B(x, y, inbase(p)). We may also construct t0 so that x : A ` t0 : B(x, x, inbase(refl(x))) by using t and the incyl term for the cylinder. We hence get J(x, y, p) such that x : A, y : A, p : IdA (x, y) ` J : B(x, y, inbase(p)). We then take dbase (z) := J(z.1, z.2.1, z.2.2). One may construct a suitable term for dcyl using the propositional version of J-computation for IdA . We can now define J 0 (x, y, q) := cylelim(dbase , dtop , dcyl ; (x; y; q.1), q.2) so that we have x : A, y : A, q : Id0A (x, y) ` J 0 (x, y, q) : B(x, y, q). Finally note that we do have computation for J 0 using computation for cylinder types: J 0 (x, x, refl0 (x)) ≡ cylelim(dbase , dtop , dcyl ; (x; x; refl(x)), intop(x)) ≡ dtop (x) ≡ t(x).
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