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Abstract The motivation of this paper comes from repeated games with incomplete information and imperfect monitoring. It concerns the existence, for any payoff function, of a particular equilibrium (called completely revealing) allowing each player to learn the state of nature. We consider thus an interaction in which players, facing some incomplete information about the state of nature, exchange messages while imperfectly monitoring them. We then ask the question: can players learn the true state even under unilateral deviations? This problem is indeed closely related to Byzantine agreement problems from computer science. We define two different notions describing what a player can learn if at most one other player is faulty. We first link these notions with existence of completely revealing equilibria, then we characterize them for monitoring structures given by a graph. As a corollary we obtain existence of equilibria for a class of undiscounted repeated games.  2003 Elsevier Inc. All rights reserved. JEL classification: C72; C73; D82; D83 Keywords: Incomplete information; Repeated games; Imperfect monitoring; Completely revealing equilibria; Communication; Byzantine agreement



1. Introduction The problem we study in this paper is the following. We consider a repeated game form (i.e., a game without payoffs) with incomplete information and signals. We are given a finite set of states Ω and each player is endowed with a partition of Ω. The * Corresponding author.
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information structure is such that if ω is the true state, player i is informed that the state lies in P i (ω), the element of player i’s partition that contains ω. Players can exchange information through some communication channel. Each player has a finite set of actions and at each stage t = 1, 2, . . . the players choose actions simultaneously. These actions are to be interpreted as messages that players wish to send to the others. If the action profile a is selected (played) at some stage t, player i observes a signal ϕωi (a) that depends on the action profile and on the state of nature. We address the problem: what pieces of information player i can learn in a way that is robust to unilateral deviations. We indeed define two notions. Definition. Player i can distinguish state ω from state ω if there exists a profile of pure strategies σ = (σ j )j ∈N , a positive integer T , and a subset B of histories of length T for player i such that: • if player i plays σ i and • if at most one player j = i plays some σ j = σ j , then the history that player i observes is in B if ω is the true state and is not in B if ω is the true state. If such a strategy σ is played and if ω (respectively ω ) is the true state, player i will know after T stages that ω (respectively ω) is not the true state. This player refines thus his initial information and no other player can unilaterally prevent this. Our second notion of distinction is weaker and only requires player i to eliminate ω or ω as the true state with arbitrarily large probability after finitely many stages. Definition. Player i can almost surely distinguish ω from ω if for every positive ε, there exists a profile of mixed strategies σ = (σ j )j ∈N , a positive integer T and a subset B of histories of length T for player i such that: • if player i plays σ i and • if at most one player j = i plays some σ j = σ j , then the probability of B is at least 1 − ε if ω is the true state and is at most ε if ω is the true state. We say that there is strategic information sharing (respectively almost sure strategic information sharing) if for each player i and every distinct states ω, ω , player i can distinguish (respectively a.s. distinguish) ω from ω . This means that there is a strategy σ such that each player will “learn” the state and no other player can unilaterally prevent this. The results of this paper are of two kinds. 1.1. Our first type of results links the existence of strategic information sharing with the existence of Nash equilibria in repeated games. The original motivation for this work was
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the study of existence of Nash equilibria in undiscounted repeated games with incomplete information. Since the sixties and the work of Aumann and Maschler (see the book edited in 1995) on repeated zero-sum games with lack of information on both sides, it is well known that the value and thus equilibria may not exist. However, some classes of twoplayer games with lack of information on one side are known to have equilibria. This was proved by Aumann and Maschler for zero-sum games with or without perfect monitoring. In the non zero-sum and perfect monitoring case, a proof of existence is due to Sorin (1983) for two states of nature and to Simon et al. (1995) for an arbitrary number of states of nature. These proofs rely on the notion of joint plans, which are procedures where the informed player transmits some information to the uninformed player regarding the state of nature. Communication between players lies thus at the heart of equilibrium construction. The same observation holds for Hart’s (1985) and Aumann and Hart (2002). Another trend of literature studies communication with imperfect monitoring of messages and its strategic implications. Lehrer (1991), Lehrer and Sorin (1997), Gossner and Vieille (2001), and Gossner (1998) address the possibility to generate endogenously correlated equilibria by procedures of communication through signaling structures. The common feature these papers bear with the present work is that the monitoring structure is studied independently of the payoff structure. A general problem is to try to find repeated games1 with incomplete information and imperfect monitoring that have equilibria. A general model for these games unfolds as follows. A state of nature is selected randomly before the beginning of the game and each player receives some partial information about it. Then at each stage, players select actions and receive stage-rewards that depend on the state and on the action profile. These payoffs are not directly observed: before playing the next stage, each player gets a signal that depends on the state and on the action profile just played. The data of the repeated game are thus: the information structure giving the way players initially get private information on the state of nature, the action and payoff structure giving the one-shot game to be repeated and the monitoring structure. Consider an n-player repeated game with perfect monitoring and incomplete information such that at least 3 players know the state. As noticed in Renault (2001a), an equilibrium can be constructed as follows. During the first stages, each informed player uses his actions to announce the state. Even if one player deviates, a strict majority of informed players announce the true state. The state is thus publicly revealed and playing afterwards one-shot Nash equilibria of the revealed game forms an equilibrium of the repeated game with incomplete information. We wish to generalize this construction and ask the question: what are the pairs (information structure, monitoring structure) such that, for any payoff functions, the repeated game has an equilibrium in which each player learns the true state of nature? If we add to our game form an a priori probability p on the set of states and a payoff function g defined on the product set of (states; actions profiles), we can define standard games. Given p and g, the cheap-talk game of length T is such that the repeated game form is played for T + 1 stages, the T first stages are for communication and the overall payoff 1 By repeated games, we mean undiscounted infinitely repeated games.
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is the payoff of stage T + 1. With these data one can also define an infinitely repeated game with incomplete information where the stage payoffs are undiscounted. In the cheap-talk version we say that a strategy profile σ is a completely revealing equilibrium if it is an equilibrium such that at the last stage, the a posteriori of each player attributes probability one to the true state. In the infinitely repeated version, a strategy profile σ is a completely revealing equilibrium if it is an equilibrium such that the a posteriori martingale of each player converges to a Dirac mass on the true state. We show then that: • There is strategic information sharing if and only if for every a priori p and payoff function g, sufficiently long cheap-talk games have completely revealing equilibria. • There is almost sure strategic information sharing if and only if for every a priori p and payoff function g, the infinitely repeated game has a completely revealing equilibrium. 1.2. Our other results are devoted to a special class of monitoring structure and give a characterization of pairs of states (ω, ω ) that player i can distinguish or a.s. distinguish. We specialize the monitoring structure as follows. Each player i is assigned a fixed subset of players G(i) and the observation of player i is the list of actions for players in this subset, whatever is the state of nature. This defines a graph whose vertices are the players and where there is an edge from j to i if player i observes the action of player j : the orientation is such that information can transit from j to i. A repeated game with such an observation structure was called a repeated proximity game in Renault and Tomala (1998). The problems boil then down to the following question: Given two distinct states ω and ω , can player i distinguish (or a.s. distinguish) ω from ω via communication through the graph? Formulated in this way, the problem is close to Byzantine agreement problems from computer science. In these, the players represent processors of a large network. Many classical models can be described as follows. Each processor has an initial value (say 0 or 1). To work correctly, the network needs all its components to agree on the same value. If the processors exchange messages, can they agree on the same value? Moreover, processors might be faulty, i.e., might send random messages or report false messages. If there are n processors and at most f faulty processors, can we design a strategy so that no matter who are the faulty processors, all the good ones will agree on the same value? The answer to this question will crucially depends on how communication is modeled in the network. The classical model (see Linial, 1994, for a survey) assumes that at each stage, each player can send a message to any other player. Player i can send different messages to different players at the same stage. Note that this is a particular case of our general model of signals. It is well known then that agreement can be achieved iff n  3f + 1 (see Linial, 1994). Many papers extend the model in assuming the existence of a communication graph whose vertices are the players and where there is an edge from i to j iff i can send a message to j directly. The possibility of agreement depends then on the connectivity of the graph. Dolev et al. (1993) show that agreement can be achieved iff the graph is (2f + 1)-connected. Beimel and Franklin (1999) show how to reduce the connectivity of the graph while still achieving agreement by allowing some pairs of players to share private authentication keys before the beginning of the game. These papers also assume that player i can send in the same round different messages to different players. This
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is in contrast with our model of proximity games, where the true action of player i is observed by all his neighbors. This constraint on the communication system is known in the computer science literature as broadcast, i.e., when player i sends a message, all his neighbors hear it. A model of broadcast communication through a graph has already been studied (independently of our work) by Franklin and Wright (2000) which is (to our best knowledge) the paper closest to our work. Franklin and Wright assume that player A (the sender) possesses information about the state of nature and wants to send it to B (the receiver). A and B are connected by n disjoint lines (with no connection between them: they are neighbor disjoint) and along each line lie m players. Players A and B have thus n neighbors and any other player has two neighbors. Communication proceeds in stages and at each stage each player sends a message to all his neighbors. At most f players can be faulty, neither A nor B can be faulty. Let ω and ω be the two possible values for the information of A. Formulated in our definitions, Franklin and Wright show that • B can distinguish ω from ω iff n  2f + 1; • B can a.s. distinguish ω from ω iff n  f + 1. What we call distinction is called perfectly reliable communication from A to B by Franklin and Wright and a.s. distinction is called almost perfectly reliable communication from A to B. Our model generalizes Franklin and Wright’s setup in the following two directions. First we do not make any assumption on the geometry of the graph: the lines need not be neighbor disjoint. This direction is pointed out as an open problem in Franklin and Wright’s paper. Moreover, in the case of distinction of states (i.e., perfectly reliable communication) we consider a directed graph (a message may pass directly from i to j but not from j to i). Second we do not specify the identity of the sender. When we ask the question: “does player i distinguish ω from ω ?,” player i is specified as the receiver, but he does not know a priori which are the reliable informed players. The strategies we construct are immune to unilateral deviation from any player (even Franklin and Wright’s sender). On another hand, we consider the case f = 1 only (except in Remark 3.8), which is less general. This is dictated by game-theoretical considerations: the main solution concept for games is Nash equilibrium where only unilateral deviations are allowed. In the proximity game setup we prove the following. Let ω and ω be two states and S(ω, ω ) be the set of players k who initially differentiate these two states, that is P k (ω) = P k (ω ). • Player i can distinguish ω from ω if and only if for any pair of players j, l different from i there is a path from a player in S(ω, ω ) to i that contains neither j nor l. This condition2 means that player i has at least three channels to get information from and is the counterpart of the 2f + 1 connectivity requirement of Dolev et al. (1993). The characterization of a.s. distinction is more intricate and we assume that the graph is undirected: i monitors j if and only if j monitors i. In this case, we get: 2 This characterization has been generalized to the general case of imperfect monitoring in Renault (2001b).
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• Player i can distinguish almost surely ω from ω if and only if for any pair of players j, l different from i one of the two following condition is met: (a) There is a path from k in S(ω, ω ) to i that contains neither j nor l. (b) There exists a player k in S(ω, ω ) such that: – there is a path from k to i that does not contain j ; – there is a path from k to i that does not contain l; – players j and l do not monitor each other. The condition for almost sure distinction is weaker since (a) (precisely the condition for distinction) may not be met but still, player i can distinguish almost surely ω from ω . We give an example in Section 4 to illustrate condition (b) (this example is already found in Franklin and Wright’s paper). The paper is organized as follows. Section 2 contains the model and main definitions. Section 3 states the main results. As a direct corollary we obtain a sufficient condition for the existence of uniform equilibria in n-player repeated proximity games with incomplete information. In Section 4 we study the example mentioned above. Appendix A contains the proofs of the results.



2. Model and definitions 2.1. Description of the model The model we describe here is a game form: a strategic interaction whose payoffs are left unspecified. More precisely, we define a repeated game form with incomplete information and signals. 2.1.1. The primitive data Let N be a set of players, and Ω be a set of states. Each player i in N is given a partition of Ω denoted by P i = (P i (ω))ω∈Ω where P i (ω) is the element of P i that contains ω. P i (ω) represents the initial private information of player i on Ω if ω is the real state. Each player i is given a set of actions Ai and a setof signals U i . For each state ω, an observation function ϕωi from the Cartesian product j ∈N Aj to U i is given. Actions may be seen as messages that players want to send to each other. In state ω, if the action profile a = (a j )j ∈N is played, player i observes ui = ϕωi (a). All sets N , Ω, Ai , U i are non-empty and finite. We assume that there are at least two players and that each player has at least two actions. We also assume that each player can deduce his own move from his signal, i.e., for all i in N , a i , bi in Ai such that a i = b i , we have for all ω, ω in Ω, c−i , d −i in  i j i i −i i −i j =i A , ϕω ((a , c )) = ϕω ((b , d )). This assumption ensures perfect recall and just simplifies the definition of behavior strategies. We will use the notations. If (E i )i∈N is a collection of sets indexed on N ,  following N i N E will denote i∈N E . An element (ei )i∈N of simply be denoted by e. We  E will −i −i will denote by e the current element of E = j =i E j , and we will write e = (ei , e−i ) when the ith component is stressed. If S is a finite set, |S| will denote its cardinality and ∆(S) the set of probability distributions over S.
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2.1.2. The repeated game form The repeated game form unfolds as follows: • A state ω in Ω is the real state of nature and is fixed throughout the repetition. • At stage 0, each player i is informed of P i (ω). j • At each stage t = 1, 2, . . . , each player i chooses an action ati in Ai and if at = (at )j ∈N N i in A is the action profile selected at stage t, player i observes the signal ϕω (at ). For each player i, a history of length t for player i (henceforth an i-history) is an element of the Cartesian product Hti = P i × (U i )t . By convention we set H0i = P i , viewed as {P i (ω): ω ∈ Ω}. The set of is H i = P i × (U i )N\{0} . A pure strategy for infinitei i-histories i i player i is a mapping σ : t 0 Ht → A , giving, for any t  0 and hit ∈ Hti , the action to be played by player i at stage t + 1 if hit has previously occurred. Let Σ i be the set of pure strategies for player i. A pure strategy profile σ = (σ i )i∈N in Σ N and a state of nature ω induce a unique infinite play:            h(ω, σ ) = P i (ω) i∈N , a1i i∈N , ui1 i∈N , . . . , ati i∈N , uit i∈N , . . . . j



For each player i in N , a1i = σ i (P i (ω)), ui1 = ϕωi ((a1 )j ∈N ), and for each t  2, ati = j σ i (P i (ω), ui1 , . . . , uit −1 ) and uit = ϕωi ((at )j ∈N ). For each player i, hi (ω, σ ) will denote the i-history induced by ω and σ : hi (ω, σ ) = (P i (ω), ui1 , . . . , uit , . . .). For T in N, hiT (ω, σ ) will denote the i-history of length T induced by ω and σ : hiT (ω, σ ) = (P i (ω), ui1 , . . . , uiT ). with the A mixed strategy for player i is a probability distribution on Σ i (endowed product σ -algebra) and a behavior strategy for player i is a mapping σ i from t 0 Hti i denote the set of behavior strategies of player i. Due to perfect recall, to ∆(Ai ). Let Σ we will equivalently consider mixed or behavior strategies. A behavior strategy profile i N σ = (σ  )i∈N in Σ and a state of nature ω define, for each T , a probability distribution over i∈N HTi . First, each player i observes P i (ω), and a probability distribution on the actions of stage 1 can be computed using σ , inducing a probability distribution over the signals received at stage 1. Given these signals, one can then deduce the probabilities of the actions of stage 2, etc. For each player i and for each stage t, we will denote by Hti the σ -algebra on H i spanned by the projection to Hti and H i will be endowed with the σ -algebra Hi spanned by (Hti )t 0 . As usual, the probabilities induced by ω and σ on finite histories extend to a probability distribution Pω,σ on the product space (H N , i∈N Hi ). Note that if σ is a pure strategy, Pω,σ is the Dirac measure on h(ω, σ ). 2.1.3. From game forms to games The model presented in the previous section is almost a repeated game. If we specify an a priori probability on Ω and a payoff function for each player, we can define standard games. Let thus p be a probability distribution on Ω and g be a function on Ω × AN with values in RN . For any player i and state ω, g defines a payoff function gωi for player i in state ω, by the formula: gωi (a) = g(ω, a)i ∀a ∈ AN . We define cheap-talk games and infinitely repeated games. The T -stages cheap-talk game ΓT (g, p) is defined as follows:
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• at stage 0, ω is selected according to p and for each i, P i (ω) is told to player i; • at any stage t = 1, 2, . . . , T , each player i chooses an action ati in Ai and if at = j (at )j ∈N is the action profile selected at stage t, player i receives the signal ϕωi (at ); • finally, each player i chooses an action aTi +1 and if ω has been selected at stage 0, player i’s payoff is gωi (aT +1 ).  i = {σ i : Tt=0 Hti → A behavior strategy for player i in ΓT (g, p) is an element σ i in Σ T +1  ∆(Ai )}. Let also Pω,σ be the probability distribution over i∈N HTi +1 induced by the state  ω and the strategy profile σ . Likewise, σ and p induce a probability distribution over Ω × i∈N HTi +1 , denoted by Pp,σ . If σ is played, player i’s payoff is set as3  i     γ i (σ ) = Ep,σ g p(ω)Eω,σ gωi (a˜ T +1 ) . ω (a˜ T +1 ) = ω∈Ω



Given a strategy profile σ , the evolution of player i’s knowledge on the selected state is described by a martingale of a posteriori. For each t ∈ {0, . . . , T }, hit ∈ Hti , and ω in Ω, set:     p(ω)Pω,σ (hit ) pti σ, hit (ω) = Pp,σ ω| hit = . Pp,σ (hit ) This defines4 pti (σ, hit ) in ∆(Ω) and (pti (σ ))Tt=0 is a (Hti )Tt=0 martingale (with respect to Pp,σ ) with values in ∆(Ω). We say that σ is a completely revealing (CR) equilibrium if σ is an equilibrium such that each player knows the state after stage T . More precisely, we put: N is a CR equilibrium of ΓT (g, p) if: Definition 2.1. σ in Σ T +1 (i) σ is a Nash equilibrium of ΓT (g, p); (ii) for each state ω and player i, pTi (σ ) = δω , Pω,σ a.s. For each ω in Ω, δω denotes the Dirac mass on ω, i.e., δω ∈ ∆(Ω) and δω (ω) = 1. We define now the undiscounted infinitely repeated game Γ ∞ (g, p) as follows: • At stage 0, ω is selected according to p and for each i, P i (ω) is told to player i. j • At any stage t = 1, 2, . . . , each player i chooses an action ati in Ai and if at = (at )j ∈N is the action profile selected at stage t, player i receives the signal ϕωi (at ). i . A strategy profile σ in Σ N together A behavior strategy for player i is an element of Σ N with the a priori p induce the probability Pp,σ over Ω × H . We put for each i in N , 3 The tilde indicates random variables. i 4 p i (σ, hi ) is defined arbitrarily if P p,σ (ht ) = 0. t t
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ω in Ω, and T  1:







T 1 i gω (a˜ t ) , T t =1  T  1 i i γT (σ ) = Ep,σ g p(ω)γTi (ω, σ ). ω (a˜ t ) = T



γTi (ω, σ ) = Eω,σ



t =1



ω∈Ω



We will use the following notion of equilibrium (Sorin, 1992). N is a (uniform) equilibrium of Γ ∞ (g, p) if: Definition 2.2. σ in Σ (i) For all ε > 0, there exists a positive integer T0 such that σ is an ε-Nash equilibrium in every finitely repeated game with at least T0 stages, that is:   i γTi σ −i , τ i  γTi (σ ) + ε. ∀T  T0 , ∀i ∈ N, ∀τ i ∈ Σ (ii) For any i in N , (γTi (σ ))T 1 converges as T goes to infinity to some γ i (σ ). As before, given a strategy profile σ , the evolution of player i’s knowledge on the state of nature is described by a martingale. For each i in N , t in N, hit in Hti , and ω in Ω:     pti σ, hit (ω) = Pp,σ ω| hit . For each history hi in H i and t in N, hit will denote the projection of hi on Hti and we put pti (σ, hi ) = pti (σ, hit ). This martingale being bounded, it converges almost surely i (σ ) measurable from (H i , Hi ) to ∆(Ω). to some p∞ N is a completely revealing equilibrium of Γ ∞ (g, p) if: Definition 2.3. σ in Σ (i) σ is a uniform equilibrium of Γ ∞ (g, p), i (σ ) = δ , P (ii) for each state ω and player i, p∞ ω ω,σ a.s. 2.2. Main definitions 2.2.1. The pure strategy case Consider the following situation: a pure strategy profile σ = (σ i )i∈N is prescribed to the players in order to communicate. If at most one player deviates from σ , then for each state ω, player i following σ i will observe up to stage T some i-history compatible with ω, the profile σ and a unilateral deviation of some player j = i. Hence player i will observe a history of length T in the set {hiT (ω, σ −j , τ j ): j ∈ N\{i}, τ j ∈ Σ j }. Notation 2.4. ObsiT (ω, σ ) = {hiT (ω, σ −j , τ j ): j ∈ N\{i}, τ j ∈ Σ j } will denote the set of histories of length T observable by player i if ω is the state of nature and all players but one abide by the profile σ . Note that hiT (ω, σ ) ∈ ObsiT (ω, σ ). Similarly, Obsi∞ (ω, σ ) will denote the set of infinite such histories.
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Definition 2.5. For each player i and pair of states ω and ω , • player i can distinguish ω from ω if there exists σ in Σ N and T in N such that no i-history of length T induced by σ and some unilateral deviation can be compatible with both ω and ω : ObsiT (ω, σ ) ∩ ObsiT (ω , σ ) = ∅; • the learning set of player i at ω is the following subset of Ω: Li (ω) = {ω ∈ Ω: player i cannot distinguish ω from ω }. This means that ω ∈ Li (ω) if and only if for any profile σ and integer T there exist players j, l = i and some strategies τ j and τ¯ l such that hiT (ω, σ −j , τ j ) = hiT (ω , σ −l , τ¯ l )}. Whatever is the chosen σ there are deviations from j and l such that player i will not know from his observation whether “the state is ω and j is deviating” or “the state is ω and l is deviating.” The point-to-set mapping Li will be called the learning function of player i. Note that if P i (ω ) = P i (ω), then for any σ and τ in Σ N , hi0 (σ, ω) = hi0 (τ, ω ). Obviously, such players i can distinguish ω from ω . To avoid confusion, when P i (ω ) = P i (ω) we will say that player i can initially distinguish ω from ω . We clearly have ω ∈ Li (ω), and (ω ∈ Li (ω)) if and only if (ω ∈ Li (ω )). However, this relation is not transitive, as shown by Example 2.9. In the above definition, the strategy profile and the number of stages are related to player i and to a pair of states. If we consider, for each player i and pair of states (ω, ω ) that i can distinguish, an associated strategy σ (i, ω, ω ) in Σ N with the associated stage number T (i, ω, ω ) in N, it is easy to construct a strategy profile that verifies the condition of Definition 2.5 for each player i and pair of states that i can distinguish. Indeed, it is enough to concatenate all these strategies, i.e., to play them one after another in a given arbitrary order, each strategy σ (i, ω, ω ) being played for T (i, ω, ω ) stages (when a new strategy starts, each player forgets his past observations, except for his initial signal). We then get the following lemma, whose formal proof is left to the reader. Lemma 2.6. There is a strategy σ in Σ N and an integer T such that for each player i and each pair ω, ω that i can distinguish, ObsiT (ω, σ ) ∩ ObsiT (ω , σ ) = ∅. We can now formulate our motivating problem (can players learn the real state even under unilateral deviations?) in terms of learning functions. Definition 2.7. There is strategic information sharing if for each player i and state ω, Li (ω) = {ω}. From the previous lemma, this amounts to saying that there is a pure strategy σ and an integer T such that for each player i and pair of distinct states (ω, ω ), one has
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ObsiT (ω, σ ) ∩ ObsiT (ω , σ ) = ∅. In other words, there is a pure strategy σ such that, after a fixed number of stages, each player learns the true state. Moreover, no player can unilaterally prevent this. Learning functions are easily characterized in the case of perfect monitoring of actions, i.e., for each player i, U i = AN and for each state ω, ϕωi is the identity on AN . Lemma 2.8. In case of perfect monitoring, for each player i and states ω and ω , the two following conditions are equivalent: (i) Player i can distinguish ω from ω .  P i (ω ) or there are at least three players k such that P k (ω) = P k (ω ). (ii) P i (ω) = Proof. This result is a consequence of Theorem 3.3 but a direct proof is obtained easily and we sketch it here. (i) ⇒ (ii). Assume by contraposition that P i (ω) = P i (ω ) and that at most two players initially distinguish ω from ω , i.e., there are j, l = i, such that P k (ω) = P k (ω ) for all players k in N\{j, l}. We distinguish two cases. (1) Assume that j = l. Since at most j and l initially distinguish ω from ω , any other player k will receive the same string of messages whether “player j pretends that the state is ω while it is ω” or “player l pretends that the state is ω while it is ω .” (2) If j = l then only j can initially distinguish ω from ω . If j always pretends that the state is ω , any other player k will receive the same string of messages in state ω as in state ω . (ii) ⇒ (i). Conversely, define a strategy profile σ as follows. For each player k such that P k (ω) = P k (ω ), take two different actions α k and β k and put: • σ k (P k (ω)) = α k and σ k (P k (ω )) = β k : if k initially distinguishes ω from ω , he sends messages that separate these states. The idea is that even if one player deviates from σ , a strict majority of the players who initially distinguish ω from ω will announce the true state to player i. Formally, for any players j , l = i and strategies τ j and τ¯ l , we can find a player k such that hi1 (ω, σ −j , τ j ) contains the message α k , whereas hi1 (ω , σ −l , τ¯ l ) contains the message β k . These histories are thus different, which shows that player i can distinguish ω from ω . ✷ The second part of the previous proof shows how a player k such that P k (ω) = P k (ω ) can use codes on actions to announce at the first stage if the state is ω or ω . This is due to the fact that each player has at least two actions. More generally, a player can use several stages to send any message among a finite set M: we can define codes on actions to do this in at most t stages, if |M|  2t . This possibility will be extensively used in the proofs. The following example shows that one can have ω ∈ Li (ω ) and ω ∈ Li (ω ), but  / Li (ω). ω ∈ Example 2.9. Take four players, N = {i, j, k, l}, three states, Ω = {ω, ω , ω } and assume perfect monitoring. The initial information is given by P i = ({ω, ω , ω }), P j =
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({ω, ω }, {ω }), P k = ({ω}, {ω }, {ω }), and P l = ({ω}, {ω , ω }). The previous lemma gives: Li (ω) = {ω, ω }, Li (ω ) = {ω, ω , ω }, and Li (ω ) = {ω , ω }. The previous definitions assume that players use pure strategies for a bounded number of stages. The following proposition shows that considering pure strategies and infinite time, or mixed strategies and bounded time, does not change the notion. Proposition 2.10. For each player i and states ω and ω , the following assertions are equivalent: (i) Player i can distinguish ω from ω . (ii) For all j = i, l = i, there exists σ in Σ N and T ∈ N such that ∀τ j ∈ Σ j , ∀τ¯ l ∈ Σ l ,     hiT ω, σ −j , τ j = hiT ω , σ −l , τ¯ l . (iii) There exists σ in Σ N such that Obsi∞ (ω, σ ) ∩ Obsi∞ (ω , σ ) = ∅. N , T in N, B in Hi such that ∀j = i, ∀τ j ∈ Σ j , (iv) There exists σ in Σ T Pω,σ −j ,τ j (B) = 1 and Pω ,σ −j ,τ j (B) = 0. Since several strategy profiles can be played one after another according to a given order (as in Lemma 2.6), it is clear that (i) ⇔ (ii). Point (iii) should be seen as a definition of the statement: “Player i can distinguish ω from ω in pure strategies and infinite time.” Similarly, point (iv) is a definition of “Player i can distinguish ω from ω in mixed strategies and finite time.” The proof is in Appendix A. 2.2.2. Learning with mixed strategies and unbounded time We posit now the definition of distinction in behavior strategies and unbounded time. It has to be compared with point (iv) of Proposition 2.10. We want player i to be able to distinguish ω from ω with arbitrarily high probability in sufficiently long games. This bears a similarity with the definition of uniform equilibria which are, for each ε > 0, ε-equilibria of sufficiently long games. Definition 2.11. For each player i and states ω and ω , • player i can almost surely distinguish ω from ω if for all positive ε there exist σ in N , T in N, and B in Hi such that ∀j = i, ∀τ j ∈ Σ j , Σ T Pω,σ −j ,τ j (B)  1 − ε



and Pω ,σ −j ,τ j (B)  ε;



• the almost sure learning set of player i at ω is the following subset of Ω: Li∞ (ω) = {ω ∈ Ω: player i cannot almost surely distinguish ω from ω }. It is clear that if player i can distinguish ω from ω , then he can a.s. (almost surely) distinguish ω from ω . In other words, the almost sure learning function refines the learning
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function: ∀i ∈ N, ∀ω ∈ Ω,



Li∞ (ω) ⊂ Li (ω).



In case of perfect monitoring, it is easy to see that the reverse inclusions also hold (but we only prove it as a corollary of Theorem 3.5, see Remark 3.6): ∀i ∈ N , ∀ω ∈ Ω, Li∞ (ω) = Li (ω). However, this is not true in the general case (see the example of Section 4). Remark 2.12. An alternative definition of a.s. distinction would be obtained by considering infinite histories. We guess, but have not been able to prove, that player i can a.s. distinguish ω from ω if and only if: j , N , B ∈ Hi s.t. ∀j = i, τ j ∈ Σ ∃σ ∈ Σ



Pω,σ −j ,τ j (B) = 1



and



Pω ,σ −j ,τ j (B) = 0. Definition 2.13. There is almost sure strategic information sharing if for each player i and state ω, Li∞ (ω) = {ω}. Recall that in the pure strategy case, existence of strategic information sharing amounts to existence of a strategy profile allowing each player to distinguish between any pair or states. The analog for mixed strategies is given now. N , Lemma 2.14. There is a.s. strategic information sharing if and only if : ∀ε > 0, ∃σ ∈ Σ T ∈ N, (D i (ω))i∈N,ω∈Ω such that for each player i, (D i (ω))ω∈Ω is a collection of disjoint elements of HTi and   j , Pω,σ −j ,τ j D i (ω)  1 − ε. ∀i ∈ N, ∀ω ∈ Ω, ∀j = i, ∀τ j ∈ Σ Given any error ε, one can find a strategy profile σ and a stage T such that each player i can partition his set of i-histories of length T , being aware that if the true state is ω, the history he will observe will belong to the corresponding element of the partition with high probability. Proof. (⇐) Take a player i and two distinct states ω and ω . For each ε > 0, consider σ and T given by the statement of the lemma, and put B = D i (ω). Then, for any j = i and j , Pω,σ −j ,τ j (B)  1 − ε and Pω ,σ −j ,τ j (B)  1 − Pω ,σ −j ,τ j (D i (ω ))  ε. τ j in Σ (⇒) Let ε > 0. For any player i and distinct states ω and ω , one can find j , σ (i, ω, ω ), T (i, ω, ω ), and B(i, ω, ω ) ∈ HTi (i,ω,ω ) such that for any j = i and τ j ∈ Σ   Pω,σ −j (i,ω,ω ),τ j (B(i, ω, ω ))  1 − ε, and Pω ,σ −j (i,ω,ω ),τ j (B(i, ω, ω ))  ε. Fix any total order on the finite set S = {(i, ω, ω ): i ∈ N, ω ∈ Ω, ω ∈ Ω, ω = ω }, and define σ as the concatenation of all the strategies σ (i, ω, ω ) (lasting T (i, ω, ω ) stages) 



according to the chosen order. Set T = (i,ω,ω )∈S T (i, ω, ω ). For each player i, view any i-history hiT of length T as a tuple (hiT (k, ω, ω ))(k,ω,ω )∈S where hiT (k, ω, ω ) is in HTi (k,ω,ω ) and corresponds to the block where σ (k, ω, ω ) was to be played. Put now,5 for 5 For simplicity, we assimilate here subsets of H i and elements of Hi . T T



J. Renault, T. Tomala / Games and Economic Behavior 47 (2004) 124–156



137



each ω in Ω:  D i (ω) = hiT ∈ HTi : ∀ω = ω, hiT (i, ω, ω ) ∈ B(i, ω, ω ) and hiT (i, ω , ω) ∈ / B(i, ω , ω) . Now, if ω = ω , it is clear that D i (ω) ∩ D i (ω ) = ∅. Moreover, for each ω in Ω, j = i, τ j j , in Σ



  i  i i  i Pω,σ −j ,τ j HT \D (ω) = Pω,σ −j ,τ j hT ; hT (i, ω, ω ) ∈ / B(i, ω, ω ) ω =ω











   ∪ hiT ; hiT (i, ω , ω) ∈ B(i, ω , ω)



(ε + ε)  2ε|Ω|.



ω =ω



This concludes the proof. ✷



3. The main results 3.1. Strategic information sharing and completely revealing equilibria The following theorems show that learning and a.s. learning functions are appropriated tools to characterize game forms that have completely revealing equilibria for any payoff function and initial probability. Recall that if p is an a priori probability on Ω and if g is a payoff function, ΓT (g, p) denotes the T -stage cheap-talk game and Γ ∞ (g, p) the undiscounted infinitely repeated game. Theorem 3.1. The two following conditions are equivalent: (a) There is strategic information sharing. (b) There exists T0 in N such that ∀T  T0 , ∀p, ∀g, ΓT (g, p) has a completely revealing equilibrium. Theorem 3.2. The two following conditions are equivalent: (a) There is almost sure strategic information sharing. (b) For all p and g, Γ ∞ (g, p) has a completely revealing equilibrium. The proofs are given in Appendix A. 3.2. Learning functions and proximity games We regard now a special case of signals for which we are able to characterize the learning functions according to the primitive and static data of the model. We assume that each player is assigned a fixed subset of players and observes the actions chosen
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by the players in this subset. Formally, we have for each player i, a subset G(i) ⊂ N such that i ∈ G(i) and, for each state ω and each action profile a, ϕωi (a) = (a j )j ∈G(i) . This type of observation structure can be represented by a directed graph G where the vertices are the players and where there is an edge from j to i if and only if j ∈ G(i). The orientation is chosen so that messages can pass along edges. We can already notice that when there is a directed path k1 , k2 , . . . , km (i.e., kt ∈ G(kt +1 ) for t = 1, . . . , m − 1), player k1 can transmit, in a finite number of stages, any finite message to km through the path: he first announces the message using codes on his actions, then player k2 repeats the message using codes on his actions, and so on until player km−1 finally repeats the message. This information transmission can of course be manipulated by the players k2 , . . . , km−1 . The following theorems characterize (a.s.) learning functions according to the initial information structure P = (P i )i∈N and to the observation structure G. The additional hypothesis that the graph is undirected: (j ∈ G(i)) ⇔ (i ∈ G(j )) is required in the case of a.s. learning functions. For any players i, j and l, denote by Gj (i) the set of players k such that there exists a path from k to i that does not contain j (necessarily k = j ), and let Gj,l (i) be the set of players k such that there exists a path from k to i that contains neither j nor l. For any states ω and ω , denote by S(ω, ω ) the set of players who initially distinguish ω from ω : S(ω, ω ) = {k ∈ N: P k (ω) = P k (ω )}. Theorem 3.3. For each player i and each pair of states ω, ω , Player i can distinguish ω from ω



⇐⇒



∀j = i, ∀l = i, S(ω, ω ) ∩ Gj,l (i) = ∅.



In other words, for any player i and state ω,   Li (ω) = P k (ω). j,l=i k∈Gj,l (i)



The intuitive meaning of the condition given here is that no pair of players j, l control a piece of information that player i may learn. If i wants to distinguish ω from ω , he may suspect simultaneously player j to deviate in state ω and player l to deviate in state ω . Yet, there is a “secure” path from a player differentiating ω and ω to i, secure meaning here that this path contains neither j nor l. Corollary 3.4. There is strategic information sharing of Ω if and only if  P k (ω) = {ω}. ∀i ∈ N, ∀j, l = i ∀ω ∈ Ω, k∈Gj,l (i)







k k∈Gj,l (i) P (ω) represents the information which can be made common by the players j,l G (i) if the state is ω. Hence there is strategic information sharing of Ω if and only



in if for any player i, if we suppress two other players j and l from the graph (and all the associated edges), the remaining players connected to i have enough information to deduce the true state.
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We assume in the next theorem that if one player observes the actions played by another player, the converse also holds: j ∈ G(i) ⇔ i ∈ G(j ). Theorem 3.5. For each player i and each pair of states ω, ω : Player i can a.s. distinguish ω from ω ⇐⇒



∀j, l = i,



S(ω, ω ) ∩ Gj,l (i) = ∅ or S(ω, ω ) ∩ Gj (i) ∩ Gl (i) = ∅ and l ∈ / G(j ).



Note that S(ω, ω ) ∩ Gj,l (i) = ∅ is the condition of Theorem 3.3. It means that it is possible to transmit the relevant information without involving j or l. The second condition S(ω, ω ) ∩ Gj (i) ∩ Gl (i) = ∅ and l ∈ / G(j ) will allow us to devise a mechanism such that if either one of j , l deviates, the true state in {ω, ω } will be almost surely revealed to player i, see Section 4 for an example. Remark 3.6. The case of perfect monitoring corresponds to the case of a complete graph: ∀i, G(i) = N . Hence, l ∈ / G(j ) is never satisfied, and Gj,l (i) = N\{j, l}. As a corollary of Theorem 3.5 and Lemma 2.8, we obtain that in case of perfect monitoring, for each player i and states ω and ω , player i can distinguish ω from ω if and only if he can distinguish a.s. ω from ω . The proof of Theorem 3.5 is the most involved of the paper and uses the idea of the example of the next section. As an application of the study of almost sure learning sets, we directly get from Theorems 3.2 and 3.5 the following corollary. Corollary 3.7. Consider a repeated proximity game with incomplete information such that for all players i, j , and l, and states ω and ω with j = i, l = i, and ω = ω , we have S(ω, ω ) ∩ Gj,l (i) = ∅, or S(ω, ω ) ∩ Gj (i) ∩ Gl (i) = ∅ and l ∈ / G(j ). Then this repeated game has a uniform equilibrium. Remark 3.8. The computer science literature generally considers f possible faulty players, where f is a fixed integer. We can straightforwardly generalize our definitions and define f -distinction and a.s.-f -distinction by allowing at most f players to deviate (i.e., to be faulty). Theorem 3.3 extends then as follows: Player i can f -distinguish ω from ω iff for every F ⊂ N\{i} with |F |  2f , there is a path from some player in S(ω, ω ) to player i that contains no element of F . This condition is clearly the analog of the (2f + 1)-connectivity of the graph (Dolev et al., 1993). The proof can easily be deduced from the proof of Theorem 3.3 and is omitted. We do not know how Theorem 3.5 would extend in the case of a.s.-f -distinction.
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4. An example The following example illustrates the previous definitions and shows that a.s. learning functions can be more precise than learning functions. This example is also studied in Franklin and Wright (2000, Theorem 3.5. p. 17), independently of our work. We consider a situation with: • 4 players: N = {i, j, k, l} (see Fig. 1). • 2 states: Ω = {ω, ω }. • Initially, players j , k, and l know the state: P m (ω) = {ω}, P m (ω ) = {ω } for m in {j, k, l}. Player i is initially not informed: P i (ω) = P i (ω ) = {ω, ω }. • Each player m has two distinct actions: Am = {α m , β m }. • The monitoring structure is given by a symmetric graph such that G(i) = {i, j, l}, G(j ) = {i, j, k}, G(k) = {j, k, l}, and G(l) = {k, l, i}. Since j , k, and l are initially informed,   Lm (ω ) = Lm ∞ (ω ) = {ω }



∀m ∈ {j, k, l}, ∀ω ∈ Ω.



We are then interested in the following questions: (1) Can player i distinguish ω from ω ? (2) Can player i distinguish a.s. ω from ω ? The answer to (1) is no: Li (ω) = Li (ω ) = {ω, ω }. As in the proof of Lemma 2.8, the idea is very simple: if player j pretends that the state is ω and player l pretends that the state is ω, there is no way for player i to know whether (the state is ω and j deviates) or (the state is ω and l deviates). For a precise proof, see the proof of Theorem 3.3 in Appendix A. However, player i can a.s. distinguish ω from ω : Proposition 4.1. Li∞ (ω) = {ω} and Li∞ (ω ) = {ω }. A proof can be easily constructed along the lines of Franklin and Wright (2000). We give now an alternative proof.



Fig. 1.
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N such that ∀ε > 0 ∃T ∈ N, B ∈ Hi with: Proof. We construct σ in Σ T m , ∀m = i, ∀τ m ∈ Σ The profile σ is defined as



Pω,σ −m ,τ m (B)  1 − ε



and Pω ,σ −m ,τ m (B)  ε.



follows:6



Stage 1. Players j and l “announce” the true state to player i:     τ j P j (ω) = α j , τ j P j (ω ) = β j ,     τ l P l (ω ) = β l . τ l P l (ω) = α l , Notice that k observes the actions played by j and l. We define then σ on consecutive blocks B1 , B2 , . . . , Br , . . . , with Br = {3r −1, 3r, 3r +1}. On Br , σ is such that: Stage 3r − 1. Player l plays α l and β l with equal probability. Denote by γ l the selected action of l. γ l is observed by k and i but not by j . Stage 3r. If player j announced the true state at stage 1, i.e., if ω is the true state and j played α j , or ω is the true state and j played β j , then player k transmits the value of γ l to player j : k plays α k if γ l = α l , and β k if γ l = β l . Otherwise, player k knows that j is deviating and chooses α k and β k with equal probability refusing to tell him the value of γ l . In both cases, denote by γ k the action played by k at this stage. Stage 3r + 1. Player j repeats to player i the previous action of k: j plays α j if γ k = α k , and β j if γ k = β k . Player i can compare the action played by l and the one repeated by j . This ends the definition of σ . The idea is that if there is no deviation from j or l at stage 1, player i will observe either α j and α l or β j and β l , and hence will immediately know the state. Now suppose that i observes either α j and β l or β j and α l . Then i is sure that j or l is deviating. If l deviates at stage 1, player k will always transmit the value of γ l to j and player i will always receive from j at stage 3r + 1 the action α j if γ l = α l , and β j if γ l = β l . On the contrary, if j deviates at stage 1 by announcing the wrong state, k will be aware of it and will refuse to tell him the value of γ l at further blocks. If j does not report correctly γ l to player i at some block, i will know that j was deviating at stage 1. At each block, player j has probability 1/2 to guess γ l correctly and thus has probability 0 to guess γ l correctly at each block. In both cases, after a large number of blocks, player i knows the state with high probability. Take r large enough so that (1/2)r  ε and define the following events: A = {players j and l announce state ω at the first stage}, C = {player j claims that the state is ω and reports actions correctly at all blocks B1 , . . . , Br }, 6 When the action of a player is not specified at some stage, he plays arbitrarily at this stage.
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D = {player l claims that the state is ω and player j makes at least one wrong report at some block Bi , with i  r}, B = A ∪ C ∪ D. B has the required properties. If ω is the true state: • If k deviates, then j and l announce ω: k , ∀τ k ∈ Σ



Pω,σ −k ,τ k (B)  Pω,σ −k ,τ k (A) = 1.



• If l deviates, then j announces ω and reports actions correctly: l , ∀τ l ∈ Σ



Pω,σ −l ,τ l (B)  Pω,σ −l ,τ l (C) = 1.



• If j deviates, then l announces ω. If j does not announce ω at stage 1, then at each block player j has probability 1/2 to make a correct report, hence by independence j , has probability 1 − (1/2)r to make at least one wrong report. Hence ∀τ j ∈ Σ r Pω,σ −j ,τ j (B | not A)  1 − (1/2) . Since Pω,σ −j ,τ j (B | A) = 1, Pω,σ −j ,τ j (B)  1 − (1/2)r . Consider now ω : • If k deviates, j and l announce ω : k , ∀τ k ∈ Σ



Pω ,σ −k ,τ k (B) = 0.



• If l deviates, j announces ω and reports actions correctly: l , ∀τ l ∈ Σ



Pω ,σ −l ,τ l (B) = 0.



• If j deviates, then l announces ω . If j announces ω at the first stage, he has probability (1/2)r to report all actions correctly, hence: j , ∀τ j ∈ Σ



Pω ,σ −j ,τ j (B)  (1/2)r .



✷



Note that one can define a more symmetric strategy σ , using blocks of 6 stages each, where the roles of j and l are exchanged. With this strategy, with probability one player i will recognize whom of j and l is deviating and thus will know the state after a finite (but not bounded) number of stages.
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Appendix A. Proofs of the results A.1. Proof of Proposition 2.10 Proof. The implications (i) ⇔ (ii), (i) ⇒ (iii), and (i) ⇒ (iv) are clear. We show (iii) ⇒ (ii) and (iv) ⇒ (i). (iii) ⇒ (ii) by contraposition. Assume that for j = i and l = i (j and l are not necessarily distinct from each other), one has for all σ in Σ N and T in N the existence of some τ j and τ¯ l such that hiT (ω, σ −j , τ j ) = hiT (ω , σ −l , τ¯ l ). Fix σ in Σ N . For each positive T , consider τ j (T ) in Σ j and τ¯ l (T ) in Σ l such j that hiT (ω, σ −j , τ j (T )) = hiT (ω , σ −l , τ¯ l (T )). Define (at (T ))t =1,...,T in (Aj )T as the −j actions played by player j at stages 1, . . . , T when (ω, σ , τ j (T )) is played. Similarly, define (a¯ tl (T ))t =1,...,T in (Al )T as the actions played by player l at stages 1, . . . , T when (ω , σ −l , τ¯ l (T )) is played. We then obtain, for each positive T , an element j (at (T ), a¯ tl (T ))t =1,...,T in (Aj × Al )T . Since Aj × Al is finite, by a standard diagonal extraction argument there exists a j sequence (bt , b¯tl )t 1 in (Aj × Al )∞ such that for each t  1, the set {T  1: ∀t   t j j at  (T ) = bt  and a¯ tl (T ) = b¯tl  } is infinite. Define now τ j (respectively τ¯ l ) as the strategy j of player j (respectively l) that plays at each stage t the action bt (respectively b¯tl ) independently of what happened before. It is then plain that for each t, hit (ω, σ −j , τ j ) = hit (ω , σ −l , τ¯ l ). (iv) ⇒ (i). Since we are only interested in the first T stages, consider for any player k the set of pure strategies up to stage T :   T −1 k k k k Ht → A , ΣT = σT : t =0



and the set of behavior strategies up to stage T :   T −1  k k k k  ΣT = σT : . Ht → ∆ A t =0



N , T in N, and B in Hi as in (iv). For each k, let σ˜ k in Consider now σ˜ = (σ˜ k )k∈N in Σ T T k k   ΣT be the restriction of σ˜ to ΣTk . σ˜ Tk can be seen as a mixed strategy up to stage T , i.e., as a probability distribution over the finite set ΣTk . We thus pick σTk ∈ ΣTk in the support of σ˜ Tk , and complete σTk in any manner to obtain a pure strategy σ k in Σ k . Finally put σ = (σ k )k∈N . (i) is now clear, since for any j = i and τ j ∈ Σ j , hiT (ω, σ −j , τ j ) ∈ B and hiT (ω , σ −j , τ j ) ∈ / B. ✷ A.2. Proof of Theorem 3.1 (a) ⇒ (b). Assume that there is strategic information sharing. By Lemma 2.6, there is a communication strategy σ0 in Σ N and an integer T0 such that for each i, ω = ω , ObsiT0 (ω, σ0 ) ∩ ObsiT0 (ω , σ0 ) = ∅.
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N a CR equilibrium of ΓT (g, p). Take now p and g. For T  T0 , we construct σ in Σ T +1 The idea of σ is very simple: first play according to σ0 and at stage T + 1 deduce the true state ω and play a (previously fixed) Nash equilibrium of the one-shot game with payoffs (gωi )i∈N . If some player j deviates from σ j , it is clear that for each state ω, each player i = j will play, if the state is ω, at stage T + 1 according to the Nash equilibrium corresponding to ω. Hence, it is easy to see that σ is a CR equilibrium of ΓT (g, p). (b) ⇒ (a). Conversely, assume that for any p and g there exists T such that ΓT (g, p) has a CR equilibrium. Take a player i and two distinct states ω and ω . We show that player i can distinguish ω from ω . Define p in ∆(Ω) such that p(ω) = p(ω ) = 1/2. Partition player i’s set of actions Ai j into two nonempty subsets Z i and Z i . Finally, consider g = (gω )j ∈N,ω ∈Ω such that   i i i i gωi  (a) = 0 if a i ∈ Z i, gωi (a) = 1 if a i ∈ Z i, 0 if a ∈ Z , 1 if a ∈ Z , and for any j = i and ω in Ω, gω = 1 − gωi  . Let now T in N be such that ΓT (g, p) has a CR equilibrium σ . Put:       D(ω) = hiT ∈ HTi : pTi σ, hiT = δω and D(ω ) = hiT ∈ HTi : pTi σ, hiT = δω . j



Since Pω,σ (D(ω)) = Pω ,σ (D(ω )) = 1 and D(ω) ∩ D(ω ) = ∅, player i can obtain an expected payoff of 1 by playing any a i ∈ Z i at stage T + 1 if D(ω), and any a i ∈ Z i if D(ω ). Since σ is an equilibrium, we get γ i (σ ) = 1 and hence γ j (σ ) = 0 for all j = i. Define finally B = {hiT ∈ HTi : σ i (hiT ) ∈ Z i }, and consider a deviation τ j of some player j = i. We must have γ j (σ −j , τ j )  0, hence γ i (σ −j , τ j ) = 1. Thus, necessarily Pω,σ −j ,τ j (B) = 1 and Pω ,σ −j ,τ j (B) = 0. By Proposition 2.10(iv), player i can distinguish ω from ω . ✷ A.3. Proof of Theorem 3.2 (a) ⇒ (b). Assume that there is a.s. strategic information sharing, and consider a repeated game Γ ∞ (g, p). The proof uses the same idea as the proof of Theorem 3.1 but needs to be more sophisticated. Fix as before, for each state ω, (x i (ω))i∈N a Nash equilibrium of the game with payoffs (gωi )i∈N . We will construct a completely revealing equilibrium σ . Lemma A.1. If player i can a.s. distinguish ω from ω , then there exists σ in Σ N and T in N such that hiT (ω, σ ) = hiT (ω , σ ). Proof. By contraposition. If for all σ ∈ Σ N and T in N, hiT (ω, σ ) = hiT (ω , σ ), then for N (viewed as a mixed strategy), Pω,σ˜ , and Pω ,σ˜ have the same marginals any σ˜ in Σ i N , and T in N, there cannot exist B in Hi such on H . Hence, for ε in ]0, 1/2[, σ˜ in Σ T that ε  Pω,σ˜ (B)  1 − ε.  We consider consecutive blocks of stages B0 , B1 , . . . , Bk , . . . (with k0 Bk = N\{0}, and for each k in N, max Bk + 1 = min Bk+1 ). At the end of each block Bk , player i using
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σ i “forgets” the signals previously received, excepted the initial signal in P i . The idea is that each block Bk , with k  1, will be divided into two sub-blocks, a “short” one allowing the players to recognize the true state with high probability, and a “long” one used for payoffs. First, B0 is just used to ensure the CR property. By concatenating strategies given by Lemma A.1, one can find σ0 in Σ N , T0 in N such that for any i in N , ω = ω , we have hiT0 (ω, σ0 ) = hiT0 (ω , σ0 ). We put B0 = {1, . . . , T0 }, and define σ as σ0 for the first T0 stages. N , Tk in N, and (D i (ω))i∈N,ω∈Ω given by Lemma 2.14 For any k  1, consider σk in Σ k while ε = 1/k. Moreover, it is possible to assume that the sequence (Tk )k1 is nondecreasing. Now, divide Bk into two consecutive subblocks Bk and Bk such that |Bk | = Tk and  |Bk | = 2Tk . Bk will be used to recognize the state, even if a deviation occurs, and Bk is used for payoffs. On block Bk , σ is just defined as σk (each player i using again his initial signal in P i ). On block Bk , each player i will play the lottery x i (ω) independently at each stage, if ω is such that the i-history received in Bk belongs to Dki (ω) (if no state ω is such that player i’s history belongs to Dki (ω), player i can play arbitrarily in Bk ). The definition of σ is now complete. To see it is a CR equilibrium of Γ ∞ (g, p), note that for any state ω, player i and positive block number k:   j , Pω,σ −j ,τ j i plays x i (ω) at each stage of block Bk  1 − 1/k. ∀j = i, ∀τ j ∈ Σ j : Hence for any player j and τ j in Σ   Pω,σ −j ,τ j ∀i = j, i plays x i (ω) at each stage of block Bk  1 − |N|/k. Thus, putting M = maxi∈N,ω∈Ω,a∈AN |gωi (a)|, a simple calculation gives



   1  j 2|N| Eω,σ −j ,τ j M + gωj x(ω) . g ( a ˜ )  t ω  |Bk | k  t ∈Bk



Looking at the lengths of the blocks, we get: j , ∀ε > 0 ∃T s.t. ∀j ∈ N, τ j ∈ Σ  T    1 j Ep,σ −j ,τ j g p(ω)gωj x(ω) + ε. ω (a˜ t )  T ω t =1 



j j Finally notice that, for any player j , γT (σ ) →T →∞ ω p(ω)gω (x(ω)). This shows that σ is an equilibrium. Moreover, given that σ is used, after the play of B0 each player knows the state. Hence σ is a CR equilibrium of Γ ∞ (p, g). (b) ⇒ (a). Conversely, assume that for all p and g Γ ∞ (p, g) has a CR equilibrium. Fix i in N , ω = ω in Ω. We will show that player i can a.s. distinguish ω from ω . Consider p, g, Z i , Z i as in the proof of Theorem 3.1, (b) ⇒ (a), and let σ = (σ i , σ −i ) be a CR equilibrium of Γ ∞ (p, g). i We first show that γ i (σ ) = 1. Take a positive integer k. We will define σ i (k) in Σ −i giving to player i against σ a long-term expected payoff close to one.
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Put, for ω in {ω, ω } and T > 0:    DTk (ω ) = hi ∈ H i : pTi σ, hiT (ω ) > 1 − 1/k . By assumption, 



  DTk (ω ) = 1. Pω ,σ T0 1 T T0



  DTk (ω ))T0 1 increases to T0 1 T T0 DTk (ω ), we get:   ∀ε > 0, ∃T0 , ∀T  T0 , Pω ,σ DTk (ω )  1 − ε.



Since (







T T0



Putting ε = 1/k and considering simultaneously ω and ω yields     ∃T0 , Pω,σ DTk0 (ω)  1 − 1/k and Pω ,σ DTk0 (ω )  1 − 1/k. i as follows: Define now σ i (k) in Σ • play as σ i for the first T0 stages; • then, denote by h in HTi 0 the i-history received by i at the first T0 stages:7 – if h belongs to DTk0 (ω), play any a i in Z i at all stages T > T0 ; – if h belongs to DTk0 (ω ), play any a i in Z i at all stages T > T0 ; – otherwise, play arbitrarily. For simplicity, we put τ = (σ −i , σ i (k)). For any T > T0 :   i  i   Ep,τ g Pp,τ (h)Ep,τ g ω (a˜ T ) = ω (a˜ T )| h h∈HTi



=







h∈HTi



0



Pp,τ (h) 0



 ω ∈Ω



  Pp,τ (ω | h)Eω ,τ gωi  (a˜ T )| h .



But Pp,τ (h) = Pp,σ (h) and Pp,τ (ω | h) = pTi 0 (σ, h)(ω ). Thus,    i  Ep,τ g Pp,σ (h)(1 − 1/k) × 1 + Pp,σ (h)(1 − 1/k) × 1 ω (a˜ T )  h∈DTk (ω) 0



h∈DTk (ω ) 0



   (1 − 1/k)Pp,σ DTk0 (ω) ∪ DTk0 (ω )  (1 − 1/k)2 . Since σ is an equilibrium, we must have γ i (σ )  (1 − 1/k)2 . Since this holds for all k, we obtain γ i (σ ) = 1, hence γ j (σ ) = 0 for all j = i. We now conclude the proof. Fix ε > 0. By definition of uniform equilibrium, one can j , γ j (σ −j , τ j )  ε/4. Define B as the set find some T in N such that ∀j = i, τ j ∈ Σ 2T +1 of i-histories of length 2T + 1 such that player i plays at least T + 1 times an element a i i in Z i . Let B  be the complementary of B in H2T +1 . 7 We assimilate D k (ω) and D k (ω ) with their projections to H i . T0 T0 T0
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j , Now, for any player j = i and τ j in Σ   ε j  γ2T +1 σ −j , τ j 4   2T +1 2T +1   1 1 1 1 j j = Eω,σ −j ,τ j gω (a˜ t ) + Eω ,σ −j ,τ j gω (a˜ t ) . 2 2T + 1 2 2T + 1 t =1



t =1



B



Since all payoffs are nonnegative, conditioning by B and gives  2T +1  ε 1  Pω,σ −j ,τ j (B  )Eω,σ −j ,τ j gωj (a˜ t )|B  . 2 2T + 1 t =1



By construction,  Eω,σ −j ,τ j



2T +1  1 1 T +1 j  > , gω (a˜ t )| B  2T + 1 2T + 1 2 t =1



(B  ) < ε.



hence we get Pω,σ −j ,τ j Similarly, one can obtain Pω ,σ −j ,τ j (B) < ε, hence Pω ,σ −j ,τ j (B  )  1 − ε. By definition, player i can a.s. distinguish ω from ω . ✷ A.4. Proof of Theorem 3.3 Fix a player i in N , and states ω and ω . (1) Assume8 that for each j = i and l = i we have S(ω, ω ) ∩ Gj,l (i) = ∅. Fix a pair (j, l) in N\{i} × N\{i}. We define a strategy σ (j, l) in Σ N as follows. Fix some player k in S(ω, ω ) ∩ Gj,l (i). Then there exists a path k1 = k, k2 , . . . , km = i from k to i that contains neither j nor l, and ω ∈ / P k (ω). At stage 1, player k announces (using codes on actions) if he received at stage 0 the signal P k (ω) or if he received another signal. This information is then transmitted to player i through the path. Since the path k1 , . . . , km contains neither j nor l, has length m − 1 and ω ∈ / P k (ω), we have for each τ j i i j l l −j j  in Σ and τ¯ in Σ , hm−1 (ω, σ (j, l) , τ ) = hm−1 (ω , σ (j, l)−l , τ¯ l ). Consequently, by Proposition 2.10 player i can distinguish ω from ω . (2) Conversely, assume that there exist j, l = i with S(ω, ω ) ∩ Gj,l (i) = ∅. Fix a strategy profile σ in Σ N . We construct τ j in Σ j and τ¯ l in Σ l such that hi (ω, σ −j , τ j ) = hi (ω , σ −l , τ¯ l ). We distinguish two cases. (2a) Assume j = l. τ j and τ¯ l are defined simultaneously with the following ideas for j τ (and similarly for τ¯ l ): (1) player j pretends that the state is ω , (2) player j pretends that all players but l pretend the state is ω , (3) player j pretends that l is deviating to τ¯ l . 8 This part of the proof can also be done by considering other strategies; see, for example, the one mentioned in Linial (1994, p. 1346, paragraph 3).
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Formally, we put: Stage 1: for all states ω , • τ j (P j (ω )) = σ j (P j (ω )), • τ¯ l (P l (ω )) = σ l (P l (ω)). j Stage T + 1: assume that τ j and τ¯ l have been defined up to stage T . hT (ω , σ −l , τ¯ l ) and j j hlT (ω, σ −j , τ j ) are thus well defined. We put, for each hT in HT and hlT in HTl : j j • τ j (hT ) = σ j (hT (ω , σ −l , τ¯ l )), l l l l • τ¯ (hT ) = σ (hT (ω, σ −j , τ j )). To conclude the proof, we show by induction on T that for all k in Gj,l (i) (note that contains player i), hk (ω, σ −j , τ j ) = hk (ω , σ −l , τ¯ l ). For each k in Gj,l (i), k ∈ / S(ω, ω ), so P k (ω) = P k (ω ). Hence hk0 (ω, σ −j , τ j ) = hk0 (ω , σ −l , τ¯ l ). Assume that hkT (ω, σ −j , τ j ) = hkT (ω , σ −l , τ¯ l ) for each k in Gj,l (i). Then, at stage T + 1, each k in Gj,l (i) plays the same action in both cases:       σ k hkT ω, σ −j , τ j = σ k hkT ω , σ −l , τ¯ l . Gj,l (i)



Moreover,  j   j  and τ j hT ω, σ −j , τ j = σ j hT ω , σ −l , τ¯ l    −l l     l l l l −j j τ¯ hT ω , σ , τ¯ = σ hT ω, σ , τ . For each k in Gj,l (i), we have G(k) ⊂ Gj,l (i)∪{j, l}. Hence the signals received by k at stage T + 1 under (ω, σ −j , τ j ) and under (ω , σ −l , τ¯ l ) are the same: hkT +1 (ω, σ −j , τ j ) = hkT +1 (ω , σ −l , τ¯ l ). (2b) Assume j = l. In this case, it is enough to consider the situation where player j j j always pretends that the state is ω . We just put τ¯ j = σ j and for all T in N and hT in HT , j j τ j (hT ) = σ j (hT (ω , σ )). As before, by induction one can prove that hi (ω, σ −j , τ j ) = hi (ω , σ −j , τ¯ j ), ending the proof. ✷ A.5. Proof of Theorem 3.5 Take i in N and ω, ω in Ω. (⇐) It is enough to prove the weaker statement: N , ∃T ∈ N, ∃B ∈ HTi s.t. ∀τ j ∈ Σ j , ∀τ¯ l ∈ Σ l , ∀j, l = i, ∀ε > 0, ∃σ ∈ Σ Pω,σ −j ,τ j (B)  1 − ε



and Pω ,σ −l ,τ¯ l (B)  ε.



To see this, consider for each ε > 0 and j, l = i some σ (j, l), T (j, l), and B(j, l) as above. One can show that playing each σ (j, l) (for T (j, l) stages) in some fixed order and defining B as the set of i-histories of length T = j,l=i T (j, l) such that, for some j = i B(j, l) holds for any l, allows player i to distinguish a.s. ω from ω . We thus consider some fixed j and l in N\{i}.
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(1) If S(ω, ω ) ∩ Gj,l (i) = ∅, the couple (σ, T ) constructed in the proof of Theorem 3.3(1) is enough. Just put B = ObsiT (ω, σ ). (2) Otherwise, S(ω, ω ) ∩ Gj,l (i) = ∅, S(ω, ω ) ∩ Gj (i) ∩ Gl (i) = ∅, and l ∈ / G(j ). Then, necessarily, l = j . Let k be in S(ω, ω ) ∩ Gj (i) ∩ Gl (i). Fix a path from k to i not containing j , and a path from k to i not containing l. Denote by k = k0 , k1 , k2 , . . . , kr = i the former path, with kc−1 ∈ G(kc ) for all c in {1, . . . , r}. Since k ∈ / Gj,l (i), we necessarily have ks = l for some s in {1, . . . , r − 1}. Similarly, denote by k = k0 , k1 , k2 , . . . , kt = i the latter path. We have ku = j for some u in {1, . . . , t − 1} (see Fig. 2). Define now:  / G(j ), 0 if ∀c ∈ {0, . . . , s − 1}, kc ∈ v= max{c ∈ {0, . . . , s − 1}; kc ∈ G(j )} otherwise. Put m = kv . We can now use a similar idea to that of the example of Section 4. Note that j does not observe the moves of the players in {kv+1 , . . . , ks }, but may observe the moves of N as follows. Since we only deal with the some player in {ks+1, . . . , kr }. We define σ in Σ  states ω and ω , we only need to define σ for these states. For each player n, partition player n’s set of actions An into two nonempty subsets Z n and Z n . This will allow us to think as if each player only had two distinct actions, Z n and Z  n . When writing player n plays the action Z n (respectively Z  n ), we will mean that player n plays some element in Z n (respectively Z  n ). For  ω in {ω, ω }, we define what σ recommends to play if  ω is the true state: • First, player k receives P k ( ω) at stage 0. He transmits the value  ω to m, through the path k = k0 , k1 , . . . , kv = m. Note that this path does not contain j nor l. • Then, the players play by (independent) blocks of fixed length. Each block is divided into 5 steps: (1) At the first stage of each block, player l chooses between Z l and Z l with equal probability (he plays any lottery on Al giving probability 1/2 to Z l and 1/2 to l ∈ {Z l , Z l } the selected action of l, observed by players ks+1 Z l ). Denote by Z and ks−1 , but not by player j . l is transmitted from ks−1 to m through the path ks−1 , . . . , kv . This (2) The value of Z lasts s − 1 − v stages. l = Z l , Z  m if Z l = Z  l . (3) If  ω = ω , player m plays Z m if Z



Fig. 2.
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If  ω = ω , player m chooses with equal probability between Z m and Z  m . Denote m ∈ {Z m , Z  m } the action played by m at this stage. by Z m is transmitted9 from j to i through the path ku , k  , . . . , kt . This (4) The value of Z u+1 m received by i at this step. m (i) the value for Z takes t − u stages. Denote by Z l is transmitted from ks+1 to i through the path ks+1 , . . . , kr . (5) Finally, the value of Z l received by i at this l (i) the value for Z This takes r − s − 1 stages. Denote by Z step. To see that σ has the desired property, we only have to care about deviations of j or l. If  ω = ω, then for any strategy τ j of player j , at each block the probability (under m and Z l (i.e., either Z m (i) = Z m Pω,σ −j ,τ j ) that player i receives inconsistent values for Z l m l  m  l l  (i) = Z or Z  (i) = Z and Z  (i) = Z ) is 1/2. After K blocks, the probability and Z of receiving at least one inconsistent value is 1 − (1/2)K . On the contrary, if  ω = ω , then for any strategy τ¯ l of player l, at each block the m and Z l is 0. probability (under Pω ,σ −l ,τ¯ l ) that player i receives inconsistent values for Z This concludes the first part of the proof of Theorem 3.5, since given ε > 0 one just has to choose the number of blocks K large enough to get 1 − (1/2)K  1 − ε. (⇒) Assume by contraposition that for some j = i and l = i, we have (S(ω, ω ) ∩ j,l N , G (i) = ∅) and (S(ω, ω ) ∩ Gj (i) ∩ Gl (i) = ∅ or l ∈ G(j )). For each T ∈ N and σ˜ ∈ Σ T j  and τ¯ l in Σ l such that (ω, σ˜ −j , τ j ) and (ω , σ˜ −l , τ¯ l ) induce the we construct τ j in Σ T T same probability distribution on HTi . This will show that player i cannot distinguish a.s. ω from ω . Various cases (1, 2a, and 2b) will be considered, but in our opinion case 1 is enough to understand what is going on. Case 1. First assume that S(ω, ω ) ∩ Gj,l (i) = ∅ and l ∈ G(j ). We also assume that j = l, the case j = l being considered in (2a). Put for simplicity G = Gj,l (i), G = Gj,l (i) ∪ {j, l}, and M = N\G (see Fig. 3). Note that j and l may belong to S(ω, ω ). It is easy and important to check that for all k in M, G(k) ⊂ M ∪ {j, l}, and for all k in G, G(k) ⊂ G. N . We actually construct τ j in Σ j and τ¯ l in Σ l such Fix T in N and σ˜ = (σ˜ k )k∈N in Σ T T T −j j  −l l that (ω, σ˜ , τ ) and (ω , σ˜ , τ¯ ) induce the same probability distributions on HTk , for each k in G. It will be convenient to view each strategy σ˜ k as a mixed strategy, i.e., as a probability distribution over ΣTk . The ideas are the following. When player j wants to pretend that the state is ω while it is ω, he can not cheat on the actions played by players in G, since i can be informed of those actions. But he can pretend that players in M “say” that the true state is ω . How can he do this and avoid tests as in the example of Section 4? The key point is that all the information that can be known by player i and by players in M has to go through j or l, hence is also known by j . Imagine first that for each k in M, σ˜ k is a pure strategy. Player j can compute at each stage the actions that players in M would have played if the state was ω , and then play using σ˜ j as if ω was the true 9 If v = 0 since ∀c ∈ {0, . . . , s − 1}, k ∈ c / G(j ), then k = m. One has to add a step between (3) and (4) where m is transmitted to j through the path k  , k  , . . . , ku = j . the value of Z 0 1
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Fig. 3.



state and these actions have been played by the players in M. In case of mixed strategies, player j will first select, for each player k in M, a pure strategy σjk according to the mixed strategy σ˜ k , and proceed as before, assuming each player k in M plays according to σjk .   k . M = k∈M Σ We now formally construct τ j and τ¯ l . Put ΣTM = k∈M ΣTk and Σ T T Recall that ∀k ∈ M, G(k) ⊂ M ∪ {j, l} (M and G are “separated” by j and l). Hence, given a state  ω , a pure strategy σ M = (σ k )k∈M in ΣTM , a stage t in {0, . . . , T − 1} and j j elements a j (t) = (a1 , . . . , at ) in (Aj )t and a l (t) = (a1l , . . . , atl ) in (Al )t , one can define unambiguously the action played by any player k ∈ M at stage t   t + 1 if: (1)  ω is the true state,  (2) each player k  in M plays according to the pure strategy σ k , j j (3) player j plays a1 at stage 1, . . . , at at stage t and player l plays a1l at stage 1, . . . , atl at stage t. Denote by atk ( ω, σ M , a j (t), a l (t)) this action and by a k (t  )( ω, σ M , a j (t), a l (t)) the tuple (ask ( ω, σ M , a j (t), a l (t)))st  . We define τ j and τ¯ l as mixtures of behavior strategies up to stage T . However, since a mixture of mixed strategies remains a mixed strategy, τ j and τ¯ l can be viewed as regular j and Σ l . elements of Σ T T • First, τ j and τ¯ l consist in selecting respectively σjM = (σjk )k∈M and σlM = (σlk )k∈M   in k∈M ΣTk according to the product probability k∈M σ˜ k . • Stage 1. Put τ j (P j (ω )) = σ˜ j (P j (ω )) and τ¯ l (P l (ω )) = σ˜ l (P l (ω)), for each state ω . j j • Stage t + 1. Let ht be a j -history of length t. ht exactly contains the initial signal received by j at stage 0 plus, for each player k in G(j ), the collection of moves a k (t) = (a1k , . . . , atk ) played by k at stages 1, . . . , t. Recall that by assumption, {j, l} ⊂ G(j ).
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– If k ∈ / M, put aˆ k (t) = a k (t). – If k ∈ M, put aˆ k (t) = a k (t)(ω , σjM , a j (t), a l (t)). And we define τ j (ht ) = σ˜ j (P j (ω ), (aˆ k (t))k∈G(j ) ). Similarly, let hlt be a l-history of length t: hlt = (P l (ω ), (a k (t))k∈G(l)), for some state ω . – If k ∈ / M, put aˆ k (t) = a k (t). – If k ∈ M, put aˆ k (t) = a k (t)(ω, σlM , a j (t), a l (t)). Finally define τ¯ l (hlt ) = σ˜ l (P l (ω), (aˆ k (t))k∈G(l) ). j



−j j  −l l We finally prove  thatk (ω,Mσ˜ , τk ) and (ω , σ˜ , τ¯ ) induce the same probability distributions on k∈G HT . σ˜ = (σ˜ )k∈M being viewed as a mixed strategy, when it has M k to be played, we consider that players  in M first select some pure strategy σ = (σ )k∈M in the finite set ΣTM according to k∈M σ˜ k . For each player k, t < T , hkt in Htk , and a k in Ak , σ˜ k (hkt )(a k ) will denote the probability for player k using σ˜ k to play the action a k just after hkt has occurred, and for any σ k in ΣTk , σ˜ k (σ k ) will denote the probability that the mixed strategy σ˜ k assigns to σ k . We define, for any σ M and σˆ M in ΣTM , the followings events:  M    σ is selected by players in M playing σ˜ M , Hj σ M , σˆ M = , σˆ M is selected by player j playing τ j  M    σ is selected by players in M playing σ˜ M , Hl σ M , σˆ M = . σˆ M is selected by player l playing τ¯ l



First note that



    k  k       σ˜ σ × σ˜ k σˆ k = Pω ,σ˜ −l ,τ¯ l Hl σˆ M , σ M . Pω,σ˜ −j ,τ j Hj σ M , σˆ M = k∈M



 It will thus be sufficient to prove that for any B ⊂ k∈G HTk and for all σ M and σˆ M :       Pω,σ˜ −j ,τ j B| Hj σ M , σˆ M = Pω ,σ˜ −l ,τ¯ l B| Hl σˆ M , σ M . k  ) and G(k) ⊂ G ∪ {j, l}. Hence the interesting Now, for all k in G, P k (ω)  = P (ω k components of an element of k∈G HT are the actions played at stage 1, . . . , T by players in G, denoted with obvious notations by (a k (T ))k∈G , with a k (T ) = (a1k , . . . , aTk ) ∈ (Ak )T for all k. To conclude, we prove by induction that for all σ M and σˆ M , t in {1, . . . , T } and k (a (t))k∈G :           Pω,σ˜ −j ,τ j a k (t) k∈G  Hj σ M , σˆ M = Pω ,σ˜ −l ,τ¯ l a k (t) k∈G  Hl σˆ M , σ M .



For t = 1,



     Pω,σ˜ −j ,τ j a k (1) k∈G  Hj σ M , σˆ M    = Pω,σ˜ −j ,τ j a k (1) k∈G      j      = σ˜ k P k (ω) a1k × σ˜ j P j (ω ) a1 × σ˜ l P l (ω) a1l k∈G



        = Pω ,σ˜ −l ,τ¯ l a k (1) k∈G = Pω ,σ˜ −l ,τ¯ l a k (1) k∈G  Hl σˆ M , σ M .
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Assume the equality holds for some t in {1, . . . , T − 1}. Then, conditioning by (a k (t))k∈G gives      Pω,σ˜ −j ,τ j a k (t + 1) k∈G  Hj σ M , σˆ M      = Pω,σ˜ −j ,τ j a k (t) k∈G  Hj σ M , σˆ M         × Pω,σ˜ −j ,τ j atk+1 k∈G  Hj σ M , σˆ M , a k (t) k∈G . Moreover, given Hj (σ M , σˆ M ) and (a k (t))k∈G , under Pω,σ˜ −j ,τ j : 



– each player k in G plays atk+1 according to the lottery σ˜ k (P k (ω), (a k (t))k  ∈G(k)), j



– player j , by definition of τ j , plays at +1 according to        σ˜ j P j (ω ), a k (t) k∈G(j )∩G , a k (t) ω , σˆ M , a j (t), a l (t) k∈G(j )∩M , – up to stage t, each player k in M plays a k (t)(ω, σ M , a j (t), a l (t)). Hence player l plays atl+1 according to        σ˜ l P l (ω), a k (t) k∈G(l)∩G, a k (t) ω, σ M , a j (t), a l (t) k∈G(l)∩M . Then we obtain the formula:         Pω,σ˜ −j ,τ j atk+1 k∈G  Hj σ M , σˆ M , a k (t) k∈G        = σ˜ k P k (ω), a k (t) k  ∈G(k) atk+1 k∈G



  j       × σ˜ j P j (ω ), a k (t) k∈G(j )∩G , a k (t) ω , σˆ M , a j (t), a l (t) k∈G(j )∩M at +1         × σ˜ l P l (ω), a k (t) k∈G(l)∩G , a k (t) ω, σ M , a j (t), a l (t) k∈G(l)∩M atl+1 .



And one can proceed similarly and show that this quantity is also Pω ,σ˜ −l ,τ¯ l ((atk+1 )k∈G | Hl (σˆ M , σ M ), (a k (t))k∈G ). Using the induction hypothesis, we are done. Case 2. Assume that S(ω, ω ) ∩ Gj (i) ∩ Gl (i) = ∅. We distinguish between (2a) and (2b). (2a) If S(ω, ω ) ∩ Gj (i) = ∅ or S(ω, ω ) ∩ Gl (i) = ∅, assume w.l.o.g. that S(ω, ω ) ∩ j G (i) = ∅. Then, all paths from S(ω, ω ) to i go through j . Put G = Gj (i), G = G ∪ {j }, and M = N\G (see Fig. 4). We have S(ω, ω ) ⊂ M ∪ {j }, ∀k ∈ G, G(k) ⊂ G, and ∀k ∈ M, G(k) ⊂ M ∪ {j }. The idea is that, since j “separates” S(ω, ω ) from G, j can pretend that the state is ω and no players in G will know the true state. Since for any k in M, G(k) ⊂ M ∪ {j }, all the information of M is given  by the state and actions played by players in M ∪ {j }. A state  ω , a pure strategy σ M in k∈M ΣTk and j j an element a j (t) = (a1 , . . . , at ), for t  0, define for each t  in {1, . . . , t + 1} and player k in M, the action played by player k at stage t  if: (1)  ω is the true state, (2) all players k in M play according to σ M , j j (3) player j plays a1 at stage 1, . . . , at at stage t.
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Fig. 4.



Denote by atk ( ω, σ M , a j (t)) ∈ Ak this action and put a k (t  )( ω, σ M , a j (t)) = (ask ( ω, M j σ , a (t)))st  . N , we construct τ j in Σ j such that (ω, σ˜ −j , τ j ) and (ω , σ˜ ) For each T in N and σ˜ in Σ T T k induce the same probability distributions on HT , for each k in G. Define τ j as follows:   • first select some pure strategy σ M in k∈M ΣTk according to k∈M σ˜ k . j j  j j   • At stage 1: τ (P (ω )) = σ˜ (P (ω )) for all ω . j • At stage t + 1, with t < T : Let ht = (P j (ω ), (a k (t))k∈G(j ) ) be a j -history of length t. j Put τ j (ht ) = σ˜ j (P j (ω ), (a k (t))k∈G(j )∩G , (a k (t)(ω , σ M , a j (t)))k∈G(j )∩M ). Define now the events, for any σ M in ΣTM :    Hj σ M = σ M is selected by player j using τ j ,      HM σ M = σ M is selected by players in M using σ˜ k . k∈M



Plainly, Pω,σ˜ −j ,τ j (Hj (σ M )) = Pω ,σ˜ (HM (σ M )) for all σ M . To conclude, one can show,  just as in case 1, that for all σ M in ΣTM and B ⊂ k∈G HTk ,       Pω,σ˜ −j ,τ j B| Hj σ M = Pω ,σ˜ B| HM σ M . (2b) The very last case is the following: S(ω, ω ) ∩ Gj (i) ∩ Gl (i) = ∅, 



S(ω, ω ) ∩ Gj (i) = ∅,



and



S(ω, ω ) ∩ G (i) = ∅. l



We have necessarily j = l. Consider the set T of players k such that there exists a path from k to i. Players in N\T can have no influence on player i’s histories, hence to show that player i cannot a.s. distinguish ω from ω , we can simply withdraw these players, and assume w.l.o.g. that N = T . Put now G = Gj (i) ∩ Gl (i), M1 = N\(Gj (i) ∪ {j }), and M2 = N\(Gl (i) ∪ {l}) (see Fig. 5).
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Fig. 5.



We have N = G ∪ M1 ∪ M2 ∪ {j, l}. It is clear that G ∩ M1 = G ∩ M2 = G ∩ {j, l} = ∅. Moreover, if M1 ∩ {j, l} = ∅, then l ∈ M1 : all paths from l to i contain j . This is impossible since we assume here that S(ω, ω ) ∩ Gj (i) = ∅ and S(ω, ω ) ∩ Gj (i) ∩ Gl (i) = ∅. Then M1 ∩ {j, l} = ∅, and similarly M2 ∩ {j, l} = ∅. Finally, if M1 ∩ M2 = ∅, then some player k is such that all paths from k to i contain j and l. Again, this is impossible since S(ω, ω ) ∩ Gj (i) = ∅, S(ω, ω ) ∩ Gl (i) = ∅, and we assumed that N = T . The previous union N = G ∪ M1 ∪ M2 ∪ {j, l} is then a disjoint union. It is important to check also that: • • • •



∀k ∈ G, G(k) ⊂ G ∪ {j, l}, ∀k ∈ M1 , G(k) ⊂ M1 ∪ {j }, ∀k ∈ M2 , G(k) ⊂ M2 ∪ {l}, G(j ) ∩ M2 = ∅ and G(l) ∩ M1 = ∅.



Here, j and l can separate M1 from M2 , in the sense that all paths from an element of M1 to an element of M2 go through j and l. Since for all k in M1 , G(k) ⊂ M1 ∪ {j }, j can  ω , pure strategy construct fictitious actions for players in M1 : define as before for each state M ω , σ 1 , a j (t)))k∈M1 σ M1 in k∈M1 ΣTk and actions a j (t) for player j , the element (a k (t)( corresponding to the actions played by players in M1 if  ω is the truestate, σ M1 is played j ω , σ M2 in k∈M2 ΣTk and a l (t), and player j plays a (t). Similarly define, for each state  ω, σ M2 , a l (t)))k∈M2 . the action (a k (t)( N . We now define τ j and τ¯ l : Fix T in N and σ˜ in Σ T   • First, player j selects σ M1 in k∈M1 ΣTk according to k∈M1 σ˜ k . Player l selects σ M2   in k∈M2 ΣTk according to k∈M2 σ˜ k . • Stage 1: take τ j (P j (ω )) = σ˜ j (P j (ω )) and τ¯ l (P l (ω )) = σ˜ l (P l (ω)) for all states ω . j • Stage t + 1, with t < T : If ht = (P j (ω ), (a k (t))k∈G(j ) ) is a j -history of length t, put:       j   τ j ht = σ˜ j P j (ω ), a k (t) k∈G(j )∩(G∪{j,l}) , a k (t) ω , σ M1 , a j (t) k∈G(j )∩M . 1



If



hlt



= (P l (ω ), (a k (t))



k∈G(l) ) is a l-history of length t, put:       l  l  l τ¯ ht = σ˜ P (ω), a k (t) k∈G(l)∩(G∪{j,l}) , a k (t) ω, σ M2 , a l (t) k∈G(l)∩M . l



2
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For each σ M1 in ΣTM1 and σ M2 in ΣTM2 , consider the events   M  M2 1 Hj σ , σ = σ M1 is selected by player j using τ j , σ



M2



is selected by players in M2 playing







 σ˜ , k



and



k∈M2



    Hl σ M1 , σ M2 = σ M1 is selected by players in M1 playing σ˜ k , 



k∈M1



σ M2 is selected by player l using τ¯ l . Conditioning by Hj (σ M1 , σ M2 ) and Hl (σ M1 , σ M2 ) for any (σ M1 , σ M2 ), one can show that (ω, σ˜ −j , τ j ) and (ω , σ˜ −l , τ¯ l ) induce the same probability distributions on any HTk , for k in G and T in N. This concludes the proof of Theorem 3.5. ✷
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