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- Observation: a random assignment to CSP(f ) satisfies ρ(f ) fraction of the constraints.
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- Captures the notion that it is hard to do better than a random assignment.
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- Select a function ψ : Rd → {−1, 1}. - Rounding: xi → vi → yi → ψ(yi ). [Rag 08∗ ]: For CSPs, this is the most general algorithm!
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Soundness: If G is far from a dictatorship, - The acceptance probability depends only on {µij }. - Choose µ appropriately so that the test accepts with probability at most ρ(f ) + o(1). - Possible to choose µ itself from a suitable distribution. Invariance Principle [Rotar0 75, MOO 05, C 05, Mossel 07].
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- [AM 09∗ ]: f is approximation resistant if 0 ∈ C(f ). - Our condition is in terms of existence of a probability measure Λ on C(f ) with certain symmetry properties.
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- Projecting ζ to coordinates corresponding to a subset S ⊆ [k]. - For S ⊆ [k], π : S → S, b ∈ {−1, 1}S , let ΛS,π,b denote the measure obtained by transforming each point in support of Λ as above.
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- If |S| = t, then ΛS,π,b is a measure on Rt+(2) . For each t, above expression is a linear combination of such measures.
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