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Chapter 1 Introduction 1.1



Introduction



Since the birth of gravity and quantum mechanics, numerous attempts have been made to describe the gravitational and quantum eﬀects in a consistent framework. All this in order to have a uniﬁed description of the known forces of nature, sadly all attempts were in vain. The main obstacle, in terms of QFT’s, has been the non-renormalizability of gravity. Since all true physical theories were believed to be renormalizable, gravity was in deep trouble, being a non-renormalizable theory, no solution to the troubles was ahead. Of the four forces known to mankind, three of them have been uniﬁed. The strong, the weak nuclear and the electromagnetic forces all have been described consistently in a quantum formulation (QCD and QED). Furthermore Abdus Salam, Steven Weinberg and Sheldon Lee Glashow got their Nobel prize for a uniﬁed description of the electromagnetic and weak nuclear forces - called the GSW or the electroweak force. In a uniﬁed treatment, the Standard model was developed, which describes all observed particles and their interactions until energies around ∼ 1 T eV . This is the theory uniting the electro-weak and the strong interactions of elementary particles in a U(1) × SU(2) × SU(3) gauge theory. Even though the electroweak theory could serve as a blueprint on how to unify diﬀerent forces, no such solution could be found to incorporate gravity with the other three forces. We could ask ourselves the question, why bother at all to quantize the gravitational ﬁeld? The answer may perhaps lie in that, gravity, undeniably exists, and since at microscopic level everything is quantized and not described by classical physics, quantum gravity must exist. The universe simply cannot be part classical and part quantum! General relativity and quantum theory are doubtless two of the greatest achievements of the previous century. In any conventional ﬁeld theory the space-time structure is ﬁxed and the ﬁeld propagates in time on this background. Moreover, it is formulated on a ﬁxed space-time background, Euclidean space in the case of non-relativistic quantum mechanics and Minkowskian space-time in the case of relativistic quantum ﬁeld theory (i.e. in the uniﬁcation of special relativity and quantum mechanics). However, in general relativity both the dynamical and kinematical aspects of space-time are tightly interlaced through the medium of the gravitational ﬁeld. The gravitational ﬁeld, on the one hand speciﬁes the geometrical properties of space-time, and on the other fulﬁlls the classical task of a ﬁeld by propagating a physical force. Already at this viewpoint, it can be expected that a uniﬁcation of these two theories would indeed pose a formidable task. 3



This is exactly the case when we try to incorporate the eﬀects of gravity into the ﬁeld theories of spinors. However, even though the task seems challenging, spinors, described in ﬂat space can be generalized into curved space. In order to accomplish this the notion of vierbeins will render itself indispensable. We ﬁrst have to realize that each point x0 in curved space-time possesses a tangent space. In that tangent space reside and operate all the vectors, tensors and spinors located at x0 . The geometry of the tangent space would be Lorentzian, and the scalar product of two vectors would be ηab Aa B b = A · B = gab Aa B b . There will be no diﬀerence between the tangent space at x0 and the ﬂat space-time. Moreover the entire formalism of spinors, developed originally in ﬂat space-time will be carried over without change to the tangent space at the arbitrary point x0 in the curved space-time. Thus spinors reside at every point in curved space-time, and at each point x0 one is able to translate back and forth between the local Lorentz frame and the general coordinate frame, by virtue of the vierbein ﬁelds. We will pursue this matter in much more detail. This is the main subject of our thesis, and the results that will be derived from this consideration, the non-relativistic potential is indeed the major result of this thesis. In this thesis, we will use the fact, that gravitation is the gauge ﬁeld theory describing massless self-interacting spin-2 bosons, this is a well established fact. Many proofs of this can be found in literature, we will merely content ourselves with this knowledge.



The results of this thesis What you will ﬁnd in this thesis is nothing less than an eﬀort to present the theories of spinors and gravity in a single consistent framework. Remarkably, the existing literature has been surprisingly incomplete in this connection. The main reason for this is the non-renormalizability of the theory of gravity. Since Deser and Nieuwenhuizen[2] have shown that apart from the non-renormalizability of pure gravity [3], also the combined theory of gravity and fermions is non-renormalizable, people simply stopped developing this area. Today we know that gravity, in the framework of eﬀective ﬁeld theories can be classiﬁed as a renormalizable theory (it is order by order renormalizable). This fact motivates us to carry on with our analysis of quantum gravity and QED in an eﬀective Lagrangian analysis. In this thesis we study the quantum corrections to the Newtonian and Coulomb potential of the Dirac-Einstein system. All calculations are performed in the framework of eﬀective ﬁeld theories and the quantization is in the background ﬁeld method. The main obstacle to get over at the beginning is how to consistently describe the theory of gravity and the theory of spinors in one consistent framework. This subtlety is solved by the introduction of the vierbeins, which to every space-time point relate the curved space to the ﬂat space. Overcoming this problem we next have to quantize the vierbein ﬁelds in the same fashion as done with the metric ﬁeld, i.e. using the background ﬁeld method. However another issue arises, which is regarding the extra degrees of freedom which arise due to the antisymmetric ﬁelds that occur when working with vierbeins. However it is shown that these do not have any impact in our end results, thus we avoid working with them. Having quantized the vierbein ﬁelds and expanded the Lagrangian densities, we now had to go back wards and rediscover our metric from the vierbein ﬁelds, only then are we able to



deduce the Feynman rules. When rediscovering the metric ﬁeld from the vierbein ﬁeld, the reproduction generates terms that are required when calculating the second order Lagrangian density. We have explicitly calculated this vertex, the 2-graviton-2-fermion vertex, which cannot be found anywhere in literature! The main results of this thesis are the derived Feynman rules and the calculated Feynman diagrams (other than a single one which has been calculated before), and lastly the nonrelativistic potential. These cannot be found anywhere in literature. As a matter of fact, this is the ﬁrst time that such a formidable task has ever been taken. Since the nonrenormalizability of gravity coupled to fermions was ever established. This thesis serves two main purposes • one is to give a comprehensive introduction to spinors in curved space, their couplings to eﬀective theories of gravity etc. • the other is to present a speciﬁc calculation involving interactions of gravitons and fermions, leading to the ﬁrst quantum mechanical correction to the Maxwell-EinsteinDirac system. Our main result will be the calculation of the non-relativistic scattering matrix potential, to which the contributions only come from the low-energy, non-analytical, long range quantum corrections. These are due to the propagation of massless particles (such as photons and gravitons). We could in principle have deﬁned our potential in the same was as Donoghue [30], i.e. by summing the 1PR diagrams. But this deﬁnition does not make much physical sense since the result would not be gauge invariant. Even though we expect the potential to be identical when calculated with bosons as the external sources or fermions, we can simply not compare our results. We will pursue the full scattering matrix amplitude and sum up all the 1-loop diagrams contributing to the long range interactions. This includes, other than the 1PR diagrams, the 1PI diagrams such as triangular diagrams, the box and the crossed box diagrams, which needless to say pose tremendous technical diﬃculties to perform. The result for the 1-loop calculations presented in this thesis is Gm1 m2 α˜ ˜ e1 e˜2 + r r  ˜  ˜ 7 e˜1 e˜2 (m1 + m2 )αG 1 2 2 Gα m2 e˜1 + m1 e˜2 2 2 + + 2 2 2 cr 16 c r  ˜  m2 3 Gα˜ ˜ e1 e˜2 m 4 Gα 16 2 2 1 + ) − + e e − ( 1 2 3 πc3 r 3 m1 m2 3 16 π 2 r 3



Vpre−full = −



(1.1)



this result is similar to the potential calculated by Emil Bjerrum-Bohr in [46]. Other than 7 3 the two coeﬃcients (( 16 ) and ( 16 + 16 )) which are slightly diﬀerent, since the box calculations 3 are incomplete, we are in good agreement with Emil’s result. A remark We would like to emphasize the following: This thesis relies heavily on the calculational eﬀorts rather than giving a traditional review over existing material to be re-derived. Our results are new, because these calculations have



never been performed before in terms of fermions. We have had to start from scratch, and derived all the necessary Feynman rules to calculate the relevant Feynman diagrams. We have also had to overcome the problem of going from the vierbein formulation to the metric formulation. We expect in the near future to have a publication ready with the results.



The structure of the thesis The layout of the thesis is as follows Chapter 1: Introduction In this chapter we introduce our thesis, and give the motivation for it. Chapter 2: The Dirac-Einstein system In this chapter we give the general notion on how to couple fermions to the theory of gravitation. We will see that spinors can be introduced in general relativity by coupling them to vierbeins, rather than directly to the metric. Moreover this introduces new degrees of freedom (Lorentz transformations) which have to be couped with. Quantization of general relativity in its vierbein formulation will also be seen to yield the same theory as in the metric formulation. Chapter 3: The Lagrangian density Here we introduce all the separate Lagrangian’s required to complete our analysis. We show how to to gauge ﬁx our coordinate and Lorentz gauges. Furthermore we also show how to quantize our theory in the background ﬁeld method. Chapter 4: Eﬀective ﬁeld theory In this chapter we give an overview over eﬀective ﬁeld theories. This is the framework in which we wish to consistently quantize general relativity. At the end we present possible counter-terms for diﬀerent theories, showing how gravity coupled with matter ﬁelds is renormalizable in the framework of eﬀective ﬁeld theories. Chapter 5: The Feynman rules We derive the Feynman rules in this chapter suﬃcient to calculate the 1-loop quantum corrections to the Newtonian and Coulomb potentials. Chapter 6: Calculation of the Feynman diagrams Here we commence the actual tree level and 1-loop (both 1PR and 1PI) level calculations, ultimately arriving at the 1-loop quantum corrections for the Newtonian and Coulomb quantum corrections. The result is discussed by comparing with data from literature [46]. In this chapter we also deﬁne our potential and give an analysis of the possible nature of the quantum corrections appearing at the end result. We end this chapter with a discussion over the corrections which we arrive at.



Chapter 7: Discussion and conclusion Here we discuss our results and future prospectives. We discuss the outcome of treating general relativity in the framework of eﬀective ﬁeld theories, and the extremes of the theory (the extreme low energy limit). Moreover we discuss possible projects that could be done in the future.



The appendices Appendix A: The required integrals In this appendix we present all the integrals used to perform the calculations of the Feynman diagrams evaluated in this thesis. These integrals can also be found in literature. Appendix B: The required integrals needed to do the box and crossed box integrals In this appendix we show a method on how to evaluate integrals that can seem troublesome to solve by hand. By ﬁrst evaluating some of the integrals of appendix A, whereby showing consistency, we use these techniques on the integrals occurring in the box diagrams (involving four propagators). However the explicit solution is not written out since it would ﬁll extremely many pages. These integrals cannot be found in literature, and are for the ﬁrst time ever calculated here! Appendix C: The Gordon identities In this appendix we deduce the Gordon identity, and an “extended” version of it, which are required to write the diagrams up in terms of their form-factors. Appendix D: Spinors In this appendix we show what the low-energy approximation is for the spinors. Appendix E: Calculation of the vertex factors In this appendix we deduce all the vertices required to do the calculation of the nonrelativistic potential, however, considering only the diagrams that assert non-analytical contributions. Appendix F: The second order Lagrangian density In this appendix we illustrate how the lower order Lagrangian’s generate terms required in the higher Lagrangian’s. Moreover we also calculate the 2-graviton-2-fermion vertex which is required in calculation regarding higher order diagrams including gravitons.



Appendix G: The spin connection In this appendix we deduce the transformation property of the spin connection. Appendix H: The preliminary box calculation In this appendix we evaluate all the 1PI box and crossed box diagrams. The calculations are long and tedious, in contrast to the other diagrams which more or less are presented in the thesis, only the results of these are given in the thesis.



1.2



Preliminaries



Conventions and rules Einsteins principle of relativity states the equivalence of certain inertial frames of reference. Having two or more inertial frames with coordinates xμ in one and xμ being any other inertial frame, the coordinates xμ must satisfy ημν dxμ dxν = ημν dxμ dxν which is the same as



(1.2)



∂xμ ∂xν = ηρσ (1.3) ∂xρ ∂xσ = diag(1, −1, −1, −1), i.e. pμ pμ = p · p = p2 = p20 − p2 .



ημν and where the metric is diagonal ημν



Any coordinate transformation that satisﬁes equation (1.3) is linear xμ = Λμ ν xν + aμ



(1.4)



where the matrices Λμ ν satisfy the condition (the so called Lorentz condition) ημν Λμ ρ Λν σ = ηρσ



(1.5)



and the aμ ’s are arbitrary constants. On taking the determinant of (1.5) we get det(Λ) det(Λ) = det(Λ)2 = 1



(1.6)



we see that the two determinants are each others inverse. To see this more transparently we can contract (1.5) with η ρδ η ρδ ημν Λμ ρ Λν σ = η ρδ ηρσ (1.7) Λν δ Λν σ = δσ δ from which we see that Λν δ = (Λν δ )−1 is the inverse of Λν σ . Fields transform as scalars, vectors, etc. under this change φ (x ) = φ(x) Aμ (x ) = Λμ ν A(x)



(1.8) (1.9)



Under a local coordinate change these transformations are modiﬁed into φ (x ) = φ(x) Aμ (x ) = Λμ ν (x)A(x)



(1.10) (1.11)



However the vector does not transform properly if one acts with a partial derivative on it, so a covariant derivative is deﬁned instead Dμ Aλ = ∂μ Aλ + Γλμν Aν



(1.12)



with the desired transformation property (tensor transformation) Dμ Aλ = Λμ ν Λλ σ Dν Aσ



(1.13)



with the aﬃne connection given by 1 (1.14) Γλμν = g λσ (∂μ gσν + ∂ν gσμ + ∂σ gμν ) 2 We can deﬁne tensor and scalar ﬁelds in similar way, and e.g. the curvature which depends on two derivatives of the metric [Dμ , Dν ]Aα ≡ Rβ αμν Aβ



(1.15)



where the Riemann tensor is deﬁned as Rβ αμν ≡ ∂μ Γβαν − ∂ν Γβαμ + Γλαν Γβλμ − Γλαμ Γβλν



(1.16)



and the Ricci-tensor is found by contracting the ﬁrst and last indices Rαμ ≡ Rβ αμβ = ∂μ Γβαβ − ∂β Γβαμ + Γλαβ Γβλμ − Γλαμ Γβλβ



(1.17)



we can turn the tensor into a scalar (the Ricci scalar) by further contraction R ≡ g αμ Rαμ



(1.18)



Here we have only looked at scalars and vectors, but how to include spinors in general relativity will become clear in the following chapters. We will see that in order to introduce spinor particles into general relativity new objects will be needed, these are the vierbein ﬁelds or tetrads. Furthermore we will also see that the Riemann (curvature) tensor again will be deﬁned in a similar manner, however expressed in terms of the vierbeins. For the majority if this thesis we use units in which  = c = 1 unless otherwise is mentioned. We also use the following abbreviations and symbols [A, B] = AB − BA {A, B} = AB + BA a[μ bν] = (aμ bν − aν bμ ) a{μ bν} = (aμ bν + aν bμ ) especially for diﬀerentiating between Lorentz indices and general coordinate indices we will have for the mixed objects relations like A[μ [a B ν] b] = A[μ a B ν] b − A[μ b B ν] a {μ



A



[a B



ν}



b]



{μ



=A



aB



ν}



b



{μ



−A



bB



ν}



(1.19) a



(1.20)



i.e. Latin characters (representing the Lorentz indices) only (anti)commute with the themselves, as well as the Greek characters (representing the general coordinate indices) also only (anti)commute mutually.
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Chapter 2 The Dirac-Einstein system This chapter revolves around the main subject of this thesis, namely to introduce the concept of gravitational eﬀects into the ﬁeld theories of spinors. The introduction of the eﬀects of gravity into the ﬁeld theories of integer spin particles, being it scalar particles, vector particles or tenser particles is well established and many physical eﬀects at a quantum level are more or less worked out in detail. In particular the introduction of gravitational eﬀects into the ﬁeld theories of bosonic matter was done in a covariant way followed up by an eﬀective ﬁeld theoretical quantization procedure of the bosonic/gravitonic interaction, this has mainly been the subject of J.F. Donoghue, B. Holstein and N.E.J. Bjerrum-bohr in the previous century. When following a similar pattern for fermions on the other hand diﬃculties arise at a very early stage. Cartan [9] showed already as early as 1938 that it was not possible to introduce gravitational eﬀects into theories involving fermions alone by the metric formulation of their ﬁeld theories. The main obstacle hereto lies in the fact, that vectors and tensors posses metric and pure aﬃne characters, in contrast to the spinors, which nevertheless do posses the metric character, but lack the aﬃne. Due to the geometrical signiﬁcance of the vectorial/tensorial description of bosonic particles, we can couple the bosons directly to the metric through a covariant description of the action. This straightforwardly leads the way to, by e.g. using the background ﬁeld method, expand the total (gauge ﬁxed) Lagrangian density into a classical and a quantum part. Hence making it possible to work out the quantum corrections to the gravitational background ﬁeld, after the vertex rules and propagators have been derived. However these techniques, applied on vectors and tensors, will not work on spinors. If we follow these methods blindly, it will become impossible to introduce ﬁelds of spinors into a theory asserting gravitational eﬀects. Citing Cartan explicitly, we can state the fact, that of the impossibility to represent the spinors by components ψa having the covariant derivatives a of the form ψa,i = ∂ψ + Λbai ψb , this, however, does keep vectors and tensors covariant. ∂xi Nevertheless something similar is desired to be developed when spinor particles are involved. We will in the forthcoming indeed see that a similar picture will emerge, after we have realized that a new formalism needs to be introduced if we seriously intend to couple gravity and fermions into a single consistent quantum ﬁeld theoretical framework. In the next section we will initially state the nature of the problem, where after we will give a possible solution, which was apparently mainly developed by H. Weyl [6]. 13



2.1



Fermions and Gravity



The main obstacle in coupling of fermions to the theory of gravitation is, as was shown by Cartan, the impossibility of introducing spinors into curved space-time by the metric formulation alone. To understand the obstacles in introducing the eﬀects of gravity into fermionic matter, we will later look at the Lagrangian density for the free massive fermions, but ﬁrst we will give a short review over how to generalize a bosonic ﬁeld theory generally from special relativity to general relativity (or from a ﬂat local Lorentz frame to a general coordinate system). In the case of bosonic matter we introduced eﬀects gravitation into the special relativistic equations of motion by making them generally covariant. This was done by making the following replacements ηmn → gμν Aabg → Aαβγ (2.1) ∂m → Dμ i.e. in principle, replace all Lorentz tensors with objects that behave like tensors under general coordinate transformations, all derivatives with covariant derivatives and the Minkowski metric with “coordinate” metric. As already mentioned, this method works for objects behaving as tensors under Lorentz transformations, but not for spinors. Mathematically one can say that since there exists no representation of the group GLR(4) which for its subgroup of Lorentz transformations reduces to the usual spinor representation, this method cannot be used on spinors [2]. In absence of gravitational interaction a massive Dirac spinor is described by the Lagrangian density ¯ ∂/ + m)ψ (2.2) LDirac = ψ( the Euler-Lagrange equation for ψ¯ yields the Dirac equation ( ∂/ − m)ψ(x) = 0



(2.3)



and the Euler-Lagrange equation for ψ gives the same equation in Hermitian-conjugate form. It is known that the deﬁnition of minimal gravitational coupling is ambiguous for fermions, relying mainly on whether one applies the ﬁrst order or second order formulation with respect to the vierbein ﬁelds. The two formulations diﬀer from each other by an eﬀective contact ¯ a γ5 ψ)2 [8, 7] . This extra term can maybe give an extra contributions interaction ∼ κ2 e(ψγ to the vertex rules, which in turn could impact our end results. But we will not consider this ambiguity in our calculations, and use the results we derive without considering this term. Consider a scenario where two observers O and O are describing the same observation with ψ(x) and ψ  (x) as a solution to the Dirac equation respectively in their frame. Since the two observers are connected by a homogeneous Lorentz transformation xa = Λa b xb



(2.4)



there exists a 4 × 4 matrix S(Λ) such that ψ  (x ) = ψ  (Λx) = S(Λ)ψ(x)



(2.5)



where the matrices S(Λ) are the so called spinor representation of the Lorentz group. One ﬁnds by demanding that the Dirac equation be invariant with respect to a Lorentz transformation between the observer O and O the following condition [11] S(Λ)−1 γ a S(Λ) = Λa b γ b



(2.6)



where the relativistic covariance of the Dirac equation is only secured, if there for every Lorentz transformation Λ does exists a 4 × 4 matrix S(Λ) that satisﬁes this condition. Indeed there exists such a matrix, and it is given by the well known matrix (following the notation of [11]) i ab S(Λ) = e− 2 λ σab (2.7) where λab = −λba are the parameters of the transformation and σab = 4i [γa , γb ] are the six matrices representing the generators of the Lorentz transformations on a spinor. Thus S induces a Lorentz transformation of the γ-matrices. In general it is possible, by multiplying the Lagrangian density with the square root of (− det gμν ≡ −g), to make the ﬁelds (e.g. a scalar ﬁeld φ ) transform in a general covariant way, hence making the Lagrangian density gauge invariant. This is mainly due to the √ transformation properties of −g [3]. In the free bosonic ﬁeld theory we could use the relation √ √ −gDμ Aμ = −g(∂μ Aμ + Γμμα Aα ) √ √ = −g∂μ Aμ + (∂α −g)Aα √ = ∂μ ( −gAμ ) having used Γμαμ =



√ √1 ∂α −g, −g



i.e.



√



(2.8)



−gDμ Aμ is equal to a total derivative.



We could naively, by using (2.8), rewrite the local fermionic Lagrangian density (2.2) to a density in general coordinates ¯ D/ + m)ψ ¯ ∂/ + m)ψ → √−g ψ( L = ψ(



(2.9)



Unfortunately, the matrices γ a do neither transform as contra- nor co-variant vectors. Thus making it implausible, for a given gauge transformation characterized by a function εa [3], to ¯ a ψ transforms as deﬁne a gauge transformation of the spinor ﬁelds ψ(x) in such a way that ψγ a co- or contra-variant vector. As we will see in the next section, that something in addition will be needed to the metric ﬁeld in order to realize the description of fermionic interactions in general relativity.



2.2



Spin particles in curved space



Fermions are considerably more complicated to deal with in general relativity than bosons. The main reason hereto is that many results from ﬁeld theory and quantum mechanics are heavily dependent on a ﬂat background metric, which is why general relativity and quantum mechanics seem so fundamentally incompatible.



In order to incorporate half-integer spin particles into general relativity, we will have to approach the Lorentz transformations in a more general way. We will approach them from the perspective of the theory of the representations of the homogeneous Lorentz group. Eﬀects of gravitation on arbitrary physical systems can then be elegantly reformulated by following this approach. Among all the representations of the homogeneous Lorentz group, there exists one that will pave the way for incorporating fermions into gravity.



2.2.1



The group multiplication laws constraint



Given a set of quantities ψn , these will transform into new quantities under a Lorentz transformation Λμ ν  ψn = [D(Λ)]nm ψm (2.10) m



If these matrices are to furnish a representation of the Lorentz group, it will be necessary for a Lorentz transformation Λ1 followed by a another Lorentz transformation Λ2 to be equal to a Lorentz transformation Λ1 Λ2 . In other words these matrices will have to satisfy the group (matrix) multiplication law D(Λ2)D(Λ1 ) = D(Λ2 Λ1 ) (2.11) For a ψ representing contravariant vector ψ α or a covariant tensor ψαβ , we will have [D(Λ)]α β = Λα β



(2.12)



[D(Λ)]αβ γδ = Λα γ Λβ δ



(2.13)



and respectively. In general for a multicomponent ﬁeld ψ  



[D(Λ)]α β ···γ



α β  ···γ 



it will be







αβ···γ



(2.14)



We can see that this (2.11) is satisﬁed by looking at e.g. two successive space-time (1.4) (with a = 0) transformations of a contravariant vector xα 1 2 xα −→ xα −→ xα



Λ



Λ



(2.15)



a very simple example xα = Λα1 β xβ xα = Λα2 β xβ = Λα2 β Λβ1 γ xγ so that



x = D(Λ2)D(Λ1 )x = D(Λ2 Λ1 )x



(2.16)



as required by (2.11). One could expect since, these tensor representations provide the most general true representations of the homogeneous Lorentz groups of multiplication rule, that all the interesting physical quantities would be tensors. But we will soon see that additional representations of the inﬁnitesimal Lorentz group, the spinor representations, will play a very essential role in describing fermions in curved space. In the following, we will study how particles with diﬀerent spin appear in our ﬁeld theories. In general the spin of a ﬁeld can be classiﬁed



according to the ﬁeld’s properties under inﬁnitesimal Lorentz transformations (that is a Lorentz transformation inﬁnitesimally close to the identity) xα → xα = Λα β xβ = (δ α β + λα β )xβ



(2.17)



If this satisﬁes the Lorentz condition (1.5) for a Lorentz transformation we get up to ﬁst order in |λα β | < 1 (δ α γ + λα γ )(δ β δ + λβ δ )ηαβ = ηγδ λγδ + λδγ + ηγδ = ηγδ (2.18) ⇒ λγδ = −λδγ For these transformations, D(Λ) the matrix representations must be inﬁnitesimally close to the identity i (2.19) D(1 + λ) = 1 + λαβ σαβ 2 where the antisymmetric property in (2.18) cancels the symmetric part of the so called generators of the groups σαβ , leaving only the antisymmetric part of the generator. We can thus choose it to be antisymmetric in its indices too. Under an inﬁnitesimal Lorentz transformation, we ﬁnd for (2.12) xα = [D(Λ)]α β xβ = Λα β xβ = (δ α β + λα β )xβ = xα + λα β xβ if applying (2.19), this should be equivalent to xα = [D(Λ)]α β xβ i = (1 + λμν σμν )α β xβ 2 i α = x + λμν (σμν )α β xβ 2 where it is possible to pull λμν out because it is just an inﬁnitesimal parameter. Thus we must demand that 2i λμν (σμν )α β = λα β . To satisfy this demand we ﬁnd that (σμν )α β should have the following structure (σμν )α β = −i(δμ α ηνβ − δν α ημβ )



(2.20)



which indeed does satisfy the demand. In similar manner it is possible to obtain an extended version for (σμν )αβ γδ for a two tensor (2.13), observe the transformation T αβ = [D(Λ)]αβ γδ T γδ α



β



= Λ γΛ δ T



(2.21)



γδ



= (δ α γ + λα γ )(δ β δ + λβ δ )T γδ = T αβ + (λβ δ δ α γ + λα γ δ β δ )T γδ



(2.22)



if we again apply (2.19) to (2.21) i = (1 + λμν σμν )αβ γδ T γδ 2 i = T αβ + λμν (σ)αβ γδ T γδ 2



(2.23)



we are obliged to ﬁnd a proper structure for (σμν )αβ γδ if these to equations are to equate. The proper structure of (σμν )αβ γδ that indeed does reproduce the former is (σμν )αβ γδ = i(η[μγ δν] α δ β δ + η[μδ δν] β δ α γ )



(2.24)



It is elementary to show that this structure really works. Having maneged to have acquired a preliminary structure of these generators, we should not celebrate yet, rather we should be aware of the fact that we cannot choose these σμν to be just anything. They are required to be constrained under the groups multiplication law (2.11). So the question arises, is it possible to ﬁnd the criteria which to impose on the σμν matrices, in order to retain the group multiplication law? To seek the answer, lets examine the properties of the σμν by considering the group multiplication law in Λ(1 + λ)Λ−1 (matrix multiplication understood). We need to satisfy D(Λ)D(1 + λ)D(Λ−1) = D(1 + ΛλΛ−1 ) applying (2.19) both on the rhs. and lhs. i i D(Λ)(1 + λρσ σ ρσ )D(Λ−1) = 1 + (ΛλΛ−1 )αβ σ αβ 2 2 i = 1 + Λα ρ λρσ (Λ−1 )σ β σ αβ 2 i = 1 + Λα ρ Λβ σ λρσ σ αβ 2 or equating both sides up to ﬁrst order in λρσ D(Λ)σ ρσ D(Λ−1) = Λα ρ Λβ σ σ αβ This merely shows us that the transformation rules for σ ρσ under Lorentz transformations follow the tensor transformation rules, rather than giving us a criteria we are seeking. To extract the criteria we further apply an inﬁnitesimal transformation Λα ρ = δα ρ + λα ρ (this λα ρ is not necessarily related to the one used in previous occasions), we observe D(1 + λ)σ ρσ D(1 − λ) = σ ρσ + (δα ρ λβ σ + δβ σ λα ρ )σ αβ i i (1 + λμν σ μν )σ ρσ (1 − λμν σ μν ) = σ ρσ + (δα ρ λβ σ + δβ σ λα ρ )σ αβ 2 2 i σ ρσ + λμν (σ μν σ ρσ − σ ρσ σ μν ) = σ ρσ + (δα ρ λβ σ + δβ σ λα ρ )σ αβ 2



(2.25) (2.26) (2.27)



if we equate only up to ﬁrst order in λ and at the same time replace the dummy indices (α, β) → (μ, ν) we get i λμν [σ μν , σ ρσ ] = λμ ρ σ μσ + λν σ σ ρν 2 = (λμν η νρ σ μσ + λνμ η μσ σ ρν ) = λμν (η νρ σ μσ − η μσ σ ρν )



(2.28) (2.29) (2.30)



the minus sign occurs due to the antisymmetric property of λμν , this property of λμν enables us furthermore to antisymmetrize the rhs., whereas the lhs. already being antisymmetrized. It will not be possible to identify the coeﬃcients of the parameter λμν before both sides are fully antisymmetrized. We can rewrite the rhs. to 1 (2.31) λμν (η νρ σ μσ − η μσ σ ρν ) → λμν (η νρ σ μσ − η μρ σ νσ − η μσ σ ρν + η νσ σ ρμ ) 2 For the Lorentz transformations to form a group, the generators are constrained to satisfy the commutation identities i[σαβ , σγδ ] = η[γ[β σα]δ] = ηγ[β σα]δ − ηδ[β σα]γ = ηγ[β σα]δ + ηδ[β σγα] = ηγβ σαδ − ηγα σβδ + ηδβ σγα − ηδα σγβ



(2.32)



so the answer for the question stated earlier, can we impose a criteria on the σμν such that the group property of the product D(Λ1)D(Λ2 ) is retained. The answer is then - yes.



2.2.2



The physical interpretation



We have seen that a general representation of the proper orthochronous homogeneous Lorentz group’s inﬁnitesimal part is given by a set of matrices σ μν satisfying the commutation relations (2.32) which are the same as the generators of the group. In order to understand the physical meaning of these relations, it will be convenient to restate these relations in another notation. Noting that the antisymmetric tensor σ μν has 4×3 = 6 independent components, 2 μν  describing σ we can infer two alternative 3-vectors J and K 1 Ji = − ijk σ jk (2.33) 2 (2.34) J1 = σ23 , J2 = σ31 , J3 = σ12 (2.35) J = {σ23 , σ31 , σ12 } The operators Ji do not have any simple transformation rules, and we will not bother to explore them here. But we can see that they mainly concern transformation types that do not concern time, they only mix the space components, which in turn shows us that they are the generators of space rotations. The other operator is Ki = σi0 K1 = σ10 , K2 = σ20 , K3 = σ30  = {σ01 , σ02 , σ03 } K



(2.36) (2.37) (2.38)



Neither does this operator posses a simple transformation property under Lorentz transformation. The generator K1 describes the “ordinary” Lorentz transformation, namely the transformation where two inertial systems have parallel axes in comparison with one another, and move along the x-axis. Hence the operator is known as the boost-operator along the x-axis. In the same manner the operators K2 and K3 describe boost along the y- and z- axis respectively. It is now possible to restate the matrix σ μν in terms (2.33) and (2.36) - σ μν becomes ⎤ ⎡ 0 K1 K 2 K 3 ⎢ −K1 0 −J3 J2 ⎥ ⎥ (2.39) σ μν = ⎢ ⎣ −K2 J3 0 −J1 ⎦ −K3 −J2 J1 0



and the commutation relations (2.32) become [Ji , Jj ] = iijk Jk , [Ji , Kj ] = iijk Kk , [Ki , Kj ] = −iijk Jk



(2.40)



The matrix (2.39) illuminates the discussion above, i.e. the J operators do not mix space and time components and the J operators obey the commutation relations of angular momentum. Therefore we are obliged to conclude that the J operators must be closely related with the generators of rotation. We can rewrite these relations to relations representing the spins of a pair of uncoupled particles. These relations and their outcome have been worked out in numerous places in literature. Using the well developed techniques we will replace the  with two decoupled spin three-vectors matrices J and K  = 1 (J + iK)  A 2  = 1 (J − iK)  B 2



(2.41) (2.42)



hence we can rewrite (2.40) to [Ai , Aj ] = iijk Ak [Bi , Bj ] = iijk Bk [Ai , Bj ] = 0



(2.43)



which is similar to (used e.g. [25] and [27]) ×A  = iA  A  ×B  = iB  B



(2.44)



[Ai , Bj ] = 0 Lets not forget our aim, we started out with the will of ﬁnding matrices satisfying the relations (2.32), now it apparently turns out that what we in reality seek can be restated in terms of relations that already is well established in literature. Namely ﬁnding matrices that satisfy (2.43) or (2.44). Following any standard book on non-relativistic (advanced) quantum mechanics (see e.g. [24]) we can ﬁnd matrices representing the spins for two independent angular momentum operators i.e. matrices representing the spins of uncoupled particles. We will label the rows and columns of the matrices with pair of integers and/or half-integers a, b. The matrix elements are  > = δb b < a |J(A) |a > < a b |A|ab  < a b |B|ab > = δa a < b |J(B) |b >



(2.45) (2.46)



where the a, b’s run over the values a = −A, −A + 1, · · · , A with dimension dim = 2A + 1 b = −B, −B + 1, · · · , B with dimension dim = 2B + 1



(2.47) (2.48)



and where the J(A) and J(B) are just the standard spin matrices for spins A and B < a |J3 |a > = aδa a (B) < b |J |b > = bδb b (A)







(A) (A) < a |J± |a >=< a |J1 (B) (B) < b |J± |b >=< b |J1



3 (A) ± iJ2 |a (B) ± iJ2 |b



 > = δa ,a±1 (A ∓ a)(A ± a + 1)  > = δb ,b±1 (B ∓ b)(B ± b + 1)



(2.49) (2.50) (2.51) (2.52)



This is, more or less, in analogy with ordinary quantum mechanics with the matrix elements of the ladder operators J± ≡ Jx ± iJy of the angular momentum operators. Se section 3.5 in [24] for a more elaborate discussion on this subject. In general the a’s and b’s are a direct sum of irreducible components, where, as already mentioned each is characterized by an integer or half-integer A or B with a2 = A(A + 1) b2 = B(B + 1)



(2.53) (2.54)



which is similar to the eigenvalues for the total angular momentum J2 in quantum mechanics. The dimensionality for the a’s is (2A + 1) and for b’s (2B + 1). The representation of the two  and B  can apparently be represented by two independent angular momentum operators A separately inﬁnite matrices, with sub-matrices labeled by the A’s or B’s. These separately irreducible representations are combined as a direct product to form representations of the Lorentz group, now which are labeled by the two integers or half-integers (A, B), acting in a vector space of dimension (2A + 1)(2B + 1). Thus by considering inﬁnitesimal Lorentz transformations of the most general objects ψ which transform linearly, we see that these can be decomposed into ”irreducible” pieces, characterized by the pair of integers or half-integers (A, B) with (2A + 1)(2B + 1) components each, we will be seeing explicit examples of how this works. To recognize the vector/tensor/spin properties we simply add A and B, this results in the rotation group +B  J = A (2.55) Using vector addition rules we see that a ﬁeld transforming according to the (A, B) representation of the Lorentz group, has components that rotate like objects of spin j, with j = A + B, A + B − 1, · · · , |A − B|



(2.56)



each term describes excitations, of e.g. particles with spin j. It follows from (2.55) that the tensor representations can describe only excitations with integer spin and the spinor representations describe only excitations with half-integer spin. Hence the familiar tensor/spinor structure emerges. A scalar ﬁeld has e.g. σ μν = 0, obviously with j = 0, this is directly identiﬁed with the irreducible representation with (A, B) = (0, 0) i.e. a spin j = 0 + 0 = 0 particle. A vector ﬁeld for instance (e.g. a photon ﬁeld) yields from using (2.20) (A, B) = ( 12 , 12 ) i.e. the vector ﬁeld is classiﬁed with the ( 12 , 12 ) irreducible representation of the Lorentz group. Moreover this suggests that a vector particle is a particle with spin j = 12 + 12 = 1 corresponding to the spatial part of the four-vector, or a particle with spin j = 12 − 12 = 0 corresponding to the time part of the four-vector - i.e. a (1, 0) irreducible representation. Tensor representations (e.g. for graviton ﬁelds) (2.24) can be regarded as a direct product of vector representations, as we saw a general tensor transforms according to Λα γ Λβ δ T γδ . We see that the D(Λ) is simply a product of two vector ﬁelds D(Λ). Hence it consists of irreducible components with A + B an integer. For the example at hand i.e. the general



second-rank tensor representation (2.24), we can therefor reduce representation



the product 



(1, 0) (0, 1) to four irreducible representations i.e. ( 12 , 12 ) ( 12 , 12 ) = (1, 1) 



(0, 0). Having obtained the irreducible components (A, B) = {(1, 1)9 (0, 1)3 (1, 0)3 (0, 0)1 }, we see that the tensor ﬁeld contains 9 components with spin 2, 3 × 2 components with spin 1 and 1 component with spin 0. Last but not least the representation in which A+B is equal to a half-integer are the so-called spinor representations. To realize this, we can choose for the Dirac spinor ﬁeld σ μν = 14 [γ μ , γ ν ] (0, 12 )}. Finally where γ μ are the Dirac matrices and are associated with (A, B) = {( 12 , 0), we see that the Dirac electron ﬁeld also consists of components with ( 12 , 0) (0, 12 ) i.e. spin 1 particles each one belonging to the upper and lower components of the spinors. 2 In order to incorporate these considerations into curved space-time without loosing the connection with the Lorentz group we will have to develop a new formalism. This formalism introduces new objects called vierbein ﬁelds, these are objects connecting the curved spacetime with the ﬂat space-time in which the fermions reside. More detail on this intriguing subject will follow in the upcoming section.



2.2.3



Introducing the vierbein ﬁelds



At every space-time point x0 it is possible to erect a set of coordinates ξxa0 locally inertial at the given point in question, in accordance with the theory of special relativity. This in turn implies that the erected set of coordinates ξxa0 vary from point to point, and that the information about the gravitational ﬁeld is in fact contained in the change of the local inertial coordinate systems from point to point. Hence it is possible to express ξxa0 (in the following the local inertial coordinate system in general will not be referring to any speciﬁc spacetime point, in other words we will be a little sloppy) as a local function of any non-inertial coordinates (i.e. in a general coordinate system) xμ i.e. dξ a =



∂ξ a μ dx = ea μ dxμ ∂xμ



(2.57)



evaluating the derivatives at the point of interest. The transformation matrix relating the local inertial frames to the arbitrary coordinate system is denoted ea μ (x) and is a function of xμ . It is also possible to deﬁne the inverse operation, again at the point in question dxμ =



∂xμ a dξ = ea μ dξ a a ∂ξ



(2.58)



because the transformation x → ξ and ξ → x are nonsingular transformations, we can see that ea μ (x) is the inverse transformation matrix. These transformation matrices are the so called vierbein ﬁelds, why they are named vierbein will become clear in the next section. One can ﬁnd other relations between these vierbein ﬁelds, e.g dξ a = ea μ dxμ = ea μ eb μ dξ b



(2.59)



thus we must have ea μ eb μ = δba



(2.60)



dxμ = ea μ dξ a = ea μ ea ν dxν



(2.61)



ea μ ea ν = δνμ



(2.62)



and in the same manner from which we deduce The metric expressed in general coordinates can be found by looking at the proper time in general coordinates dτ 2 = ηab dξ a (x)dξ b (x)  a  b  ∂ξ (x) μ ∂ξ (x) ν dx dx = ηab ∂xμ ∂xν   ∂ξ a (x) ∂ξ b (x) dxμ dxν = ηab ∂xμ ∂xν = gμν (x)dxμ dxν



(2.63)



hence we obtain the well known result, the metric in general coordinates ∂ξ a (x) ∂ξ b (x) ηab gμν (x) ≡ ∂xμ ∂xν = ea μ (x)eb ν (x)ηab = ea μ (x)eaν (x)



(2.64)



where a, b . . . are Lorentz indices and μ, ν . . . are the general coordinate indices. The inverse of the metric is ∂xμ ∂xν ab η ∂ξ a (x) ∂ξ b (x) = ea μ (x)eb ν (x)η ab



g μν =



(2.65)



and from this a familiar result is obtained, using (2.62)    gμν g νσ = ea μ eb ν ηab ec ν ed σ η cd = ea μ eaν ec ν ecσ = ea μ ηac ecσ = ea μ ea σ = δμσ



(2.66)



Thus if the space-time coordinates are parameterized by an arbitrary coordinate system xμ , then the ea μ (x) ﬁelds relate the Lorentz axes to the coordinate axes at each point in space-time, explicitly  a  ∂ξx0 (x) a (2.67) e μ (x = x0 ) = ∂xμ x=x0 When erecting a locally inertial coordinate system ξ a (x), we always do so at a speciﬁc point x0 , hence coordinates that are locally inertial at x0 should be so labeled, as done above ξxa0 (x). At each physical point x0 we have therefore ﬁxed the locally inertial coordinate system ξxa0 (x). But we will mostly be sloppy and chose sometimes not to be explicit and ignore x0 , as also done some places above.



2.2.4



Gauge transformation of vierbein ﬁelds



Changing the general coordinates from xμ → x μ , our frame relating objects change according to the partial derivative rule, since these objects essentially are a combination of partial derivatives and a local inertial frame/coordinate system. ∂ ∂ ∂xν ∂ → = μ ∂xμ ∂x ∂x μ ∂xν



(2.68)



so the objects transform accordingly ea μ (x) → ea μ (x ) =



∂xν a e ν (x) ∂x μ



(2.69)



from this we can see that the objects ea μ behave as 4 covariant vector ﬁelds and not as a single tensor, even though the indices deceivingly imply that they should, which is why we denote this object as tetrad better known as vierbein [6]. The locally inertial coordinate systems transform at every space-time point in the same way as under any Lorentz transformation. ξxa0 → ξxa0 = Λa b ξxb 0



(2.70)



ea μ → ea μ = Λa b eb μ



(2.71)



and so



These two properties are at the basis of understanding how to incorporate gravitational eﬀects into fermions. We will return to this shortly, after having looked at some properties of the vierbein ﬁelds. In the remainder of this thesis, it will suﬃcient to consider inﬁnitesimal transformations only. Thus the Lorentz transformations and general coordinates transformations will look like • for an inﬁnitesimal coordinate transformation i.e. a gauge transformation xμ = xμ + εμ (x )



(2.72)



• for an inﬁnitesimal Lorentz transformation inﬁnitesimally close to the identity Λa b (x ) = δba + λa b (x )



(2.73)



Since our vierbein ﬁelds are deﬁned with respect to an arbitrarily chosen locally inertial system, these ﬁelds, and others (i.e. vectors, tensors etc) that are related to these arbitrarily chosen locally inertial systems, are invariant with respect to a redeﬁnition of these locally inertial coordinate system at each point i.e. with respect to Lorentz transformations that can depend on position in space-time. This is due to the fact that the principle of equivalence requires that special relativity should apply in all locally inertial frames.



The vierbein ﬁelds are the only index changing objects in this theory. For given covariant/contravariant vector ﬁelds or also a tensor ﬁeld, we can refer their components at x to the locally inertial coordinate system ξxa0 (x) at x0 by using the vierbein ea μ Aμ = Aa ea μ Aμ = Aa ea μ eb ν B μ ν = B a b



(2.74) (2.75) (2.76)



or vice versa γ a = ea μ γ μ cμν = eaμ ca ν



(2.77) (2.78)



where for the contravariant vector ﬁeld for instance, we have made a replacement of the single four-vector Aμ with four scalars Aa , by having contracted Aμ with the 4 covariant vectors ea μ . Thus we see that Aa transforms as a collection of four scalars under general coordinate transformations, and under the local Lorentz transformations (2.71) it behaves as a vector. We can thus see that by use of the vierbeins, we can convert general tensors intro local, Lorentz-transforming tensors, whereby shifting the additional space-time dependence into the vierbeins. Thus we can conclude that the Latin characters representing the Lorentz indices are raised and lowered by the Minkowski metric, while the Greek characters representing the general coordinate indices are raised and lowered by the metric and lastly as already mentioned earlier index changing is done through the vierbein ﬁelds. Now that we have seen how we can relate objects in general coordinates to locally inertial frames by using vierbeins and vice versa, it is not diﬃcult to understand how to treat spinor solutions in general relativity. We must relate the spinor solutions to local inertial frames which in turn are linked to the general coordinate system. After overcoming the next subtlety, the deﬁning of a new covariant derivative, we will be ready to utilize this formalism to something very productive, through a number of tedious, but interesting, calculations we will be able to extract speciﬁc results from quantum ﬁeld theoretical calculations.



2.2.5



Gauge transformation of the fermion ﬁelds and the spin connection



In section 2.1 we saw how the spinor transform under subjection of Lorentz transformations. In the following we will, for an illustrative purposes, follow the notation [2, 3], therefore we 1 ab pull out the i from σab which leaves σab = 14 [γa , γb ] changing the sign in S i.e. S(Λ) → e 2 λ σab like in [2, 3] (its merely a matter of convention). If we rewrite these (2.5 and 2.7 ) in inﬁnitesimal form we get   1 (2.79) ψ  → 1 + σab λab (x) ψ 2 Since partial derivatives on ﬁelds almost always occur in the Lagrangian density functions, it would be worthwhile to subject (2.79) to a partial diﬀerentiation, and see if it transforms covariantly or not. We immediately see from the transformation 1    1 (2.80) ∂μ ψ  → 1 + σab λab (x) ∂μ ψ + σab ∂μ λab (x) ψ 2 2



that the fermion ﬁeld does not transform as a proper Lorentz spinor under this operation, even though the ordinary derivative ∂μ ψ is a covariant vector since the fermion ﬁelds are deﬁned to be scalar objects under coordinate transformations [11]. In order to get a feasible theory (2.80) must transform covariantly, hence we must invent a ”covariant derivative” Dμ for ﬁelds that transform in this manner, such that in the end result the second term in (2.80) gets canceled, just like the aﬃne connection is introduced for ordinary vector ﬁelds under general gauge transformations [16]. We can ﬁnd this object by studying the behavior of the vierbein ﬁelds under the transformations (2.72) and (2.73) and comparing it with the transformation properties of a general four vector. However if we ﬁnd such a covariant derivative we must retain for any function ψ or γ μ Dμ ψ that is a scalar under Lorentz transformations in Minkowski space, remains a scalar under local changes in the vierbein ﬁeld, as well as under general coordinate transformations. Generalization of the Lagrangian density to curved space may then be done by replacing all derivatives ∂μ by the “new” Dμ . We should be careful not to overlook the aim of our present investigation - which is to be able to build up a gauge invariant Lagrangian density (i.e. it may change only by a total derivative) yielding in the interaction of the gravitational ﬁeld with itself and other ﬁelds (e.g photons and fermions). This makes it necessary to invent transformation properties for diﬀerent ﬁelds, making it possible to obtain gauge invariant expressions. In the case of ordinary partial derivatives, e.g. the derivative of a vector ﬁeld Aμ , one can from a inﬁnitesimal gauge transformation of this ﬁeld deduce the transformation of ∂ν Aμ . However, ∂ν Aμ does not transform as a two tensor (e.g. gμν ), but it resembles it almost fully. In order to obtain a gauge invariant Lagrangian density with inclusion of this ﬁeld, we must make it transform as a two tensor. If we insist it to do so, we are forced to devise a quantity that exactly eliminates the part breaking the tensor transformation property. This quantity is the well known aﬃne connection Γλμν , even though it does not transform as a proper tensor itself, it does, however, under general coordinate transformations, generate terms which exactly get canceled, the remainder expression being a proper tensor transformation. Thus the covariant derivative Dν Aμ = ∂ν Aμ − Γανμ Aα will transform like a tensor. In similar manner we know want to devise a new quantity such that ∂μ Aa transforms as the vierbein ﬁeld, i.e. we want to deﬁne a new covariant derivative Dμ such that Dμ Aa transforms like the vierbein ea μ , i.e. just like we for the vector ﬁeld devised the ”old” covariant derivative in order to make ∂ν Aμ transform like gνμ . Observe how the vierbein transform under (2.72) and (2.73) (up to ﬁrst order) ∂xν a e μ (x) → μ e ν (x) ≈ (δμν + ∂μ εν )ea ν (x + ε) ∂x ≈ (δμν + ∂μ εν )(ea ν + εα ∂ α ea ν ) a



= ea μ + εα ∂ α ea μ + ea ν ∂μ εν + O(ε2 , λ2 , λ · ε) and Lorentz transforming this yields → ea μ + λa b eb μ + εα ∂ α ea μ + ea ν ∂μ εν + O(ε2 , λ2 , λ · ε)



(2.81)



Following the arguments above we want for a given four vector Aa , to construct a covariant derivative Dμ by comparing it with the transformation properties of a general four vector Dμ such that Dμ Aa transforms like the vierbein ﬁeld Aa (x) has the gauge behavior (under (2.72) and (2.73)) Aa → Aa (x + ε) = Aa + εα ∂ α Aa + λa b Ab (2.82)



and ∂μ Aa transforms as ∂μ Aa → ∂μ Aa + ∂μ εα ∂ α Aa + εα ∂μ ∂ α Aa + λa b ∂μ Ab + (∂μ λa b )Ab



(2.83)



We want this to resemble the transformation (2.81) Dμ Aa → Dμ Aa + ∂μ εα D α Aa + εα ∂ α Dμ Aa + λa b Dμ Ab



(2.84)



Hence we can conclude from equation (2.80) and by comparing (2.83) with (2.84) that the object we seek should transform as ωμab → ωμab − ∂μ λab



(2.85)



where the primed object shows transformation as a tensor. If we can ﬁnd such an object then 1 (2.86) Dμ ψ ≡ (∂μ + σab ωμab )ψ 2 will transform as a proper Lorentz spinor and a covariant vector under the mentioned gauge transformations. We can easily see that 1 Dμ ψ ≡ (∂μ + σab ωμab )ψ 2 1 → (∂μ + σab (ωμab − ∂μ λab ))ψ  2



(2.87) (2.88)



together with (2.80) that 1 1 Dμ ψ → (1 + σab λab )∂μ ψ + σab ωμab ψ 2 2



(2.89)



does indeed transform as a proper Lorentz spinor. The object ωμab is the so-called spin connection. And its structure can be determined in to ways. Either one can make a qualitative guess and resonate on to an object that inherits the desired transformation property [3], or one can require that the covariant diﬀerentiation should commute with the operation of index changing, not only just index lowering/raising[2] 1 . Having maneged to verify the result in both ways, we arrive at 1 1 ωμab = e[aν ∂[μ eb] ν] + e[aρ eb]σ ∂[σ ec ρ] ec μ 2 4  1  [aν b] aρ bσ c = e ∂[μ e ν] + e e ∂[σ ecρ] e μ 2



(2.90)



which indeed transforms in the desired manner, see appendix G. Note that the indices commute only with alike (space-time-)indices, i.e. Latin characters with Latins and Greek characters with Greek. We can now almost write down the rule for covariant derivative for an object mixed in both Lorentz and general coordinate indices Aaμ - but ﬁrst note that we now also can deﬁne for a local vector i Dμ Aa = ∂μ Aa + ωμcd (σ cd )ab Ab 2 1



This is in analogy with the aﬃne connection relation Γλμν that followed from Dα gμν = gμν,α = 0



(2.91)



or when using for a vector the relation (2.20) i.e. (σ cd )ab = i(δad δbc − δbd δac ) we obtain (by direct insertion and using that ωμab = −ωμba ) Dμ Aa = ∂μ Aa + ωμab Ab .



(2.92)



As the vierbeins are index changing objects Aμ = ea μ Aa , we can by comparing with the aﬃne covariant diﬀerentiation of an ordinary vector and equation (2.92) ﬁnd Dμ Aν = ∂μ Aν − Γλμν Aλ



(2.93)



Dμ Aν = Dμ (ea ν Aa ) = (Dμ ea ν )Aa + ea ν Dμ Aa



(2.94)



Dμ ea ν = ∂μ ea ν − Γλμν ea λ + ωμ a b eb ν



(2.95)



which yields hence for an object mixed in Lorentz and general coordinate indices Dμ Aaν = ∂μ Aaν − Γαμν Aaα + ωμ a b Abν



(2.96)



where we assign the transformation properties for the aﬃne (see e.g. [25] or [16]) and spin connection to be Γλ μν ωμab



∂xλ ∂xβ ∂xγ α ∂ 2 xρ ∂xλ = Γβγ + μ ν ≈ (Γλμν )tensor + ∂μ ∂ν ελ (2.97) α μ ν ρ ∂x ∂x ∂x ∂x ∂x ∂x   1 ≈ t1 ([a , ν )t2 ([μ , b] , ν] ) + t1 (a , ρ )t1 (b , σ )t2 (μ , b , ν )t1 (c , μ ) − ∂μ λab + O(ελ, λ2 , ε2 ) (2.98) 2



the ﬁrst part being the ”tensor” part of the transformation and the second exactly canceling terms breaking the covariance, see appendix G. Note the interesting result, when obtaining the spin connection by guessing and ﬁnding the object that transforms as desired, one can show that the aﬃne connection and the spin connection are related. Since gβν = ea β eaν , we ﬁnd using ea α ebβ ωμab 2 as our starting point   1 ea α ebβ ωμab = ea α ebβ e[aν ∂[μ eb] ν] + eaρ ebσ ∂[σ ecρ] ec μ 2



(2.99)



∂μ gβν = eaν ∂μ ea β + ea β ∂μ eaν



(2.100)



ea α ebβ e[aν ∂[μ eb] ν] = g αν (ebβ ∂μ eb ν − eaν ∂μ ea β ) + ea [α ∂β] ea μ



(2.101)



ea α ebβ eaρ ebσ ∂[σ ecρ] ec μ = ∂[β ec α] ec μ



(2.102)



applying gives the relations



and The last term in (2.101) together with (2.102) can be rewritten to ea [α ∂β] ea μ + ∂[β ec α] ec μ = ∂β g α μ − ∂ α gμβ 2



(2.103)



the a’s and b’s are summed over leaving a structure, resembling the aﬃne connection in the indices



Thus we can write (2.99) out in terms of the metrics and vierbein α



ea ebβ ωμab



 1  αν b a α α = g (ebβ ∂μ e ν − eaν ∂μ e β ) + ∂β g μ − ∂ gμβ 2  1 αν  b a = g ∂β gμν − ∂ν gμβ + ebβ ∂μ e ν − eaν ∂μ e β 2



(2.104)



If we compare this to the deﬁnition of the aﬃne connection in terms of the metric, we ﬁnd 1 Γαμβ = g αν (∂β gμν + ∂μ gβν − ∂ν gμβ ) 2



(2.105)



Adding and subtracting again the middle term ∂μ gβν in (2.104) we get  1  ea α ebβ ωμab = Γαμβ + g αν ebβ ∂μ eb ν − eaν ∂μ ea β − ∂μ gβν 2



(2.106)



using (2.100)  1  ea α ebβ ωμab = Γαμβ + g αν ebβ ∂μ eb ν − eaν ∂μ ea β − eaν ∂μ ea β − ea β ∂μ eaν 2



(2.107)



noting that the ﬁrst and last vierbein terms are identical when changing the dummy index from b → a ea α ebβ ωμab = Γαμβ − g αν eaν ∂μ ea β



(2.108)



reveals the relation between the aﬃne connection and spin connection Γαμβ = ea α ebβ ωμab + ea α ∂μ ea β



(2.109)



This can be used to explicitly calculate the covariant diﬀerentiation of the vierbein ﬁeld Dμ ea β = ∂μ ea β − Γαμβ ea α + ωμab ebβ = ∂μ ea β − ea α (ea α ebβ ωμab + ea α ∂μ ea β ) + ωμab ebβ = ∂μ ea β − ωμab ebβ − ∂μ ea β + ωμab ebβ =0 or it can be used to rewrite the Riemann tensor in terms of the spin connection alone (and the vierbein ﬁelds). Note that the vierbein simply change the indices in the transition from line 2 → 3. This result has the important consequence that we can move the vierbein ﬁelds in and out of the covariant derivatives acting on other parts of the ﬁelds. One can go the other way around by requiring that the covariant diﬀerentiation should commute with the vierbein ﬁelds, and from that derive the spin connection. That is Dμ (eaμ Aa ) = eaμ Dμ Aa which again ensures Dμ eaν = 0.



2.3



Quantizing the metric tensor and the vierbein ﬁeld



To put it simply, great and manifold are the methods of quantization of the gravitational ﬁeld, but not all have the same virtues of working with, they all have their own pros and cons. Many methods have been used by several authors, to name a few popular 1) the covariant quantization method[17] 2) the canonical quantization method[18] 3) the background ﬁeld method, devised by L.F.Abbott[31] and ﬁrst applied on gravity by B.DeWitt[1] 4) quantization of the space-time geometry instead of the ﬁelds suggested by Wheeler[20] 5) quantization of the points themselves as suggested by Penrose (Twistor space)[19] 6) Zumino suggested that general relativity is a low energy phenomenological reﬂection of an unknown deeper-lying renormalizable theory[21] 7) Dynamical triangulation (see [23] for a thorough introduction and [22] for the latest results) without going into much detail about the diﬀerent methods, we will only mention few pros and cons of selected methods. For the rest more on the topic can be found in their respective references. The main diﬀerence between the background ﬁeld method (applied in this thesis) and the conventional method rests on some simple facts. First when one breaks the gauge invariance in the background ﬁeld method one does so with respect to the quantum ﬁeld, maintaining gauge invariance with respect to the classical background ﬁeld. Hence resulting in gauge covariant counter-terms, when loops are done. This has been shown explicitly by t’Hooft and Veltman[5]. In the conventional one breaks the gauge with respect to the total gravitational ﬁeld, hence loosing covariance of the theory, resulting in subtleties when trying to renormalize the theory. If one starts with covariant terms in the Lagrangian density, one surely also expects covariant counter-terms if the theory is renormalizable. Nevertheless the conventional method does produce simpler Feynman rules, as done in[13], in comparison with the background ﬁeld method, as used in[17, 29]. Other than doing loops, the two methods are essentially identical. We will continue in the spirit of DeWitt and use the background ﬁeld method to quantize the gravitational ﬁeld, both in the case of the metric and the vierbein ﬁelds.



2.3.1



Quantization of the metric



In the background ﬁeld method the quantum corrections to general relativity are described by quantum vibrations of the metric tensor, making it possible to expand the metric into two separate contributions, a classical background ﬁeld and a quantum ﬁeld. gμν = g¯μν + κhμν



where the background ﬁeld is denoted as g¯μν and the quantum portion - the graviton ﬁeld is denoted by hμν , the sum of these being the full metric. In order to ﬁnd the interaction of the matter ﬁelds with gravitons, it will be useful to ﬁnd the inverse of the metric. To do this we can use the general rule for ﬁnding the inverse of a matrix. The reciprocal of a matrix A = A + B, if B is inﬁnitesimal, is given by the following expansion 1 1 1 1 1 1 1 (2.110) = − B + B B − ...  A A A A A A A Using the deﬁnition gμν g νγ = δμγ as shown in (2.66) we see that the inverse of the metric actually is (gμν )−1 = g μν thus by using this expansion on the metric we get (absorbing κ into the quantum ﬁeld h) g μν = g¯μν − g¯μα hαβ g¯βν + g¯μα hαβ g¯βγ hγδ g¯δν ∓ . . . = g¯μν − hμν + hμγ hγ ν ∓ . . .



(2.111)



To check that this really is the inverse, we can use the identity just acquired to calculate gμν g νγ = (g μν + hμν )(g νγ − h γν + hνξ hξγ + O(h3 )) = δμγ + hμγ − hμγ − hμν hνγ + hμα hαγ = δμγ showing that g μν indeed is the inverse. We can summarize as (making the replacement hμν → κhμν everywhere) gμν = g¯μν + κhμν g νγ = g¯νγ − κhγν + κ2 hνξ hξγ ∓ . . .



(2.112)



these expansions will prove useful when working with the interactions of boson matter with gravity.



2.3.2



Quantization of the vierbein ﬁelds



Having quantized the metric we now proceed with the quantization of the vierbeins, this will show to be quite necessary when working with fermions in arbitrary coordinates i.e. in curved space. Again using the background ﬁeld method, the vierbeins can be expanded into eaμ = e¯aμ + κca μ eaμ = e¯aμ + κcaμ



(2.113)



We will again need to ﬁnd the inverse of this transformation matrix in order to ﬁnd the vertices where matter and graviton couple. In fact from the expansions, we can see that gravity actually couples inﬁnitely many times to matter, as the expansion can go on for ever. The inverse is found via the identity shown in 2.60 eaμ ebμ = δba . But ﬁrst let us note the following interesting relation, from eq. (2.64) we ﬁnd ea μ + κca μ )(¯ eaν + κcaν ) gμν = ea μ eaν = (¯ = g¯μν + κ(cμν + cνμ ) + κ2 caμ ca ν



(2.114) (2.115)



if one compares this to (2.112) we immediately see that the quantum ﬁeld can be written as hμν = cμν + cνμ + κcaμ ca ν = c{μν} + κcaμ ca ν



(2.116)



showing us that the quantized metric ﬁeld is equal the quantized symmetric vierbein ﬁeld to ﬁrst order in the quantum ﬁelds. Having obtained this result, we can move on to ﬁnd the inverse of the metric in terms of the quantum ﬁelds c, by using (2.112) and (2.116), up to second order in the quantum ﬁelds we obtain g μν = g¯μν − κhμν + κ2 hμγ hγ ν = g¯μν − κ(cμν + cνμ + κcaμ ca ν ) + κ2 c{μγ} c{γ ν} + O(c3 ) = g¯μν − κ(cμν + cνμ ) + κ2 (c{μγ} c{γ ν} − caμ caν ) + O(c3 ) from c{μγ} c{γ ν} = (cμγ + cγμ )(cγ ν + cν γ ) = cμγ cγ ν + cμγ cν γ + cγμ cν γ + cγμ cγ ν we get by replacing the dummy index in the last term γ → a a cancellation g μν = g¯μν − κ(cμν + cνμ ) + κ2 (cμγ cγ ν + cμγ cν γ + cγμ cν γ + caμ ca ν − caμ ca ν ) + O(c3 ) = g¯μν − κ(cμν + cνμ ) + κ2 (cμa ca ν + cμa cν a + caμ cν a ) + O(c3 ) (2.117) We can use this inverse metric in terms of vierbein quantum ﬁelds to ﬁnd the inverse expansion of the vierbein ﬁeld up to second order in c, using (2.117) together with (2.113) gives us g μν − κ(cμν + cνμ ) + κ2 (cμb cb ν + cμb cν b + cbμ cν b )) eaμ = ea ν g μν = (ea ν + κca ν )(¯ = e¯aμ − κ(caμ + cμa ) + κ2 (cμb cb a + cμb ca b + cbμ ca b ) + κcaμ − κ2 ca ν (cμν + cνμ ) = e¯aμ + κ(caμ − caμ − cμa ) + κ2 cμb cb a + κ2 ca b (cμb + cbμ ) − κ2 ca ν (cμν + cνμ ) when renaming the dummy index b → ν the last two terms cancel, we deduce = e¯aμ − κcμa + κ2 cμb cb a We can check the consistency of this inverse expansion by doing the contraction eaμ + caμ )(¯ ebμ − c eaμ ebμ = (¯



μb



= δab + cab − cab − caμ c = δab



+ cμγ c



μb



γb



+ caγ c



)



γb



which indeed is in agreement with (2.60). We can sum up all the expansions to eaμ = e¯aμ + κca μ eaμ = e¯aμ + κcaμ eaμ = e¯aμ − cμa + cμγ cγa ∓ . . . eaμ = e¯aμ − cμa + cμγ cγa ∓ . . . gμν = g¯μν + κhμν = g¯μν + κ(cμν + cνμ ) + κ2 caμ ca ν



(2.118)



g μν = g¯μν − κhνμ + κ2 hμξ hξν ± . . . = g¯μν − κ(cμν + cνμ ) + κ2 (cμa ca ν + cμa cν a + caμ cν a ) ∓ . . . and readily insert these into the Lagrangian densities, when we want to quantizing them.



2.3.3



Remark on the quantum ﬁelds



The quantum ﬁelds, i.e. the vierbein c and the metric h ﬁelds deserve more attention. Due to the fact that we wish to derive the lowest order vertex rules for the interactions of the gravitons with fermions, we will have to expand the Lagrangian density in the vierbein ﬁelds up to second order in the quantum ﬁelds. We have already expanded the metric and the vierbein ﬁelds themselves to second order, and as we will see it will be straightforward to implement the metric (h) quantum ﬁelds into a covariant theory e.g. to ﬁnd the vertex rules, but in the case of the (c) vierbein quantum ﬁelds we will encounter ambiguities. The main reason hereof is due to the introduction of additional dynamical behavior (the symmetric and antisymmetric components of the vierbein ﬁeld, the latter representing freedom of homogeneous transformations among the local Lorentz frame) of the c ﬁelds in comparison to the h ﬁelds. We will show here that hμν can indeed be written as a combination of symmetric and antisymmetric part. The symmetric part is the ”real” quantum ﬁeld - hμν - the antisymmetric part will be discussed further later. This, however, is good too the ﬁrst order terms. The true quantum expansion of the hμν ﬁelds in terms of the cμν ﬁelds was shown to be hμν = cμν + cνμ + κcaμ caν = sμν + κcaμ caν



(2.119)



where we have deﬁned sμν = cμν + cνμ . Thus we see that the coupling to the vierbein cμν ﬁeld occurs as a symmetric combination of vierbein cμν ﬁelds to linear order. Earlier we showed that the symmetric combination of these vierbein cμν ﬁelds are to linear order equal to the metric tensor. In order to derive the vertex rules to linear order in the quantum ﬁelds only, it will be satisfactory to work with the symmetrical part of the quantum ﬁelds sμν and discard the second order part and the antisymmetric part. Thus the problem of deriving the vertex rules to lowest order has been reduced to rewriting the Lagrangian densities in terms of the sμν . The possible combinations in the calculations that occur are hμν = hνμ = cμν + cνμ haν = hνa = caν + cνa hνν = cνν + cνν = 2cνν



(2.120)



Since we want to be practical in our calculations, we will rewrite this into something more handy, we can e.g. rewrite them as a combination of a symmetric part and an anti-symmetric part of the vierbein quantum ﬁelds sμb = cμb + cbμ aμb = cμb − cbμ



(2.121)



Furthermore we can restate the vierbein quantum ﬁelds in terms of the symmetric and anti-symmetric quantum ﬁelds 1 cμb = (sbμ − abμ ) 2 1 cμν = (sνμ − aνμ ) 2



(2.122)



Having obtained these identities, we can simply plug them into the Lagrangian densities, and then derive the vertex rules, in this way they will be representing the “true” h-ﬁelds. We will not be interested in the antisymmetric part for reasons to become clear in a moment. Nevertheless it will follow that the symmetric vierbein and metric formulations coincide, enabling us to conclude that propagators and vertex rules derived from the Lagrangian densities in the metric formulation and the vierbein formulation must coincide too, as well as their ghost[2]. Although these arguments are true to ﬁrst order, for second order calculations one must keep in mind that the quantum ﬁeld hμν is actually not linear in cμν but in reality goes quadratically in cμν too, see eq. (2.119). Therefore when working out the second order Lagrangian densities, one should keep in mind that the linear order Lagrangian densities will give a contribution to the second order Lagrangian density. In other words, when we reformulate our linear order Lagrangian density from the vierbein cμν ﬁelds to the hμν ﬁelds the linear order Lagrangian density will then generate second order terms, which will have to be taken in account when working with the second order Lagrangian density. We have actually made such an explicit calculation, and later on we will see this as an example whereby illuminating the issue. For higher order contributions the second order Lagrangian densities will generate corrections to third/fourth order vertices etc.. For our 1-loop calculations these higher order corrections will be irrelevant therefore we won’t give them any further importance. The second order Lagrangian is necessary if we want to calculate the pure gravitational corrections to the potential. The antisymmetric ﬁeld components of the vierbein ﬁeld don’t only appear when we are symmetrizing the vierbein quantum ﬁelds. The other place they show up is when we ﬁx the gauges in our quantization scheme. As pointed out earlier, our theory (i.e. fermions including gravitational eﬀects) has two types of invariances. One is the general coordinate transformations, under which the fermions behave as scalars (since they are deﬁned with respect to the local Lorentz frame). The other is the local Lorentz transformations (under which the fermions transform as spinors). If Einstein-Hilbert action is included, then the coordinate gauge can be ﬁxed by choosing the harmonic (de Donder) gauge √ LC = − 12 −¯ g (hμν ,ν − 12 hν ν ,μ )2 , whereas the local Lorentz invariance is broken by choosing the sum of the squares of the antisymmetric vierbein components LL = − 12 eκ−2 a2μν , we will elaborate this in the next chapter. Gauge ﬁxing of both these ﬁelds will result in an introduction of two sets of ghost ﬁelds. For the ghost, introduced due to the antisymmetric ﬁeld, we need not to be worried. In a vierbein description of pure gravity, the ghosts are never external, furthermore neither the antisymmetric vierbein ﬁelds nor its ghosts propagate (they cancel each other[2]), thus we won’t need to calculate vertices for the external ghosts ﬁelds. This is very reassuring since our theory (read general relativity, see e.g. chapter 3.1.1) in vierbein formulation can be covariantly quantized and is equivalent to the quantized metric approach. That is we could in principle describe the theory without introducing these variables. But if we do not have pure gravity and include fermions, the antisymmetric ﬁelds become coupled to the vertices. We need only consider the symmetric ﬁelds of the interactions. This is due to the fact that we will only be interested in the long range corrections to the background ﬁeld, and the antisymmetric ﬁelds do not produce non-analytic terms to the order at which we are working, due to the proportionality factor of its propagator ∼ κ2 . In fact a diagram consisting of at least an antisymmetric ﬁeld and a graviton vertex will at least go as ∼ κ3 which is an order higher than ∼ κ2 .



2.3.4



Summary



In this chapter we have seen • how particles with spin occur in ﬁeld theories, especially how spin- 12 particles are introduced in curved space-time by virtue of the vierbein formalism • how to deﬁne proper transformation properties of the spinor and the mixed indexed object Aaμ by introducing the spin-connection ωμab - a close analog of the aﬃne connection Γλαβ • how to quantize the metric and the vierbein ﬁelds, by using the background ﬁeld method • that the symmetric part of the vierbein ﬁeld is equal (to ﬁrst order in c) to the metric quantum ﬁeld hμν • that the antisymmetric ﬁeld appears in two distinct places 1) when rewriting the vierbeins to the metric ﬁelds 2) when breaking the Lorentz invariance even though the antisymmetric ﬁeld appears, it won’t bother us at present. • that the antisymmetric ﬁeld components do not contribute to the lowest order eﬀects because their propagator goes as ∼ κ2 , and are, as we have seen, associated with the freedom of transforming among local Lorentz frames. Diagrams including the antisymmetric ﬁeld when coupled to gravitons will at least go as ∼ κ3 or higher if more gravitons are included. • that the symmetric part of the vierbein quantum ﬁelds are the main contributors to the nonanalytic eﬀects.



Chapter 3 The Lagrangian density In this section we will explore the Lagrangian densities, that will be encountered during building up our theory, which are to be quantized using the background ﬁeld method. In the background ﬁeld method one sums over all one-loop diagrams with a given number of external matter lines and any number of external vierbein lines. This ensures, if one is seeking the counter Lagrangian, that the counter Lagrangian becomes generally covariant, moreover this also ensures that one obtains a gauge invariant potential.



3.1



The full theory



The full interaction theory that we will work with is L = LGravity + LQED



(3.1)



LQED = LMaxwell + LDirac + LInteraction



(3.2)



where



our mission will not be to focus on the explicit renormalizability of the Einstein-Maxwell system nor the Dirac-Einstein system, rather treating our theory as an Eﬀective ﬁeld theoretical description of the natural phenomena - that is the renormalizability is already secured, we will rather be focusing on the possible outcome of the theory. More precisely we will evaluate the diagrams which contribute to the scattering and examine in detail the results for the various components. The resulting non-analytic piece of the scattering amplitudes is then used to construct the leading corrections to the non-relativistic gravitational potential, i.e. we will calculate the 1-loop quantum corrections to a ﬂat background gravitational ﬁeld. But ﬁrst we have to understand how to work in the dual formalism of the metric and vierbein description of gravity and the Maxwell/Dirac systems. This formulation has been established very well by [2] et. al. and we will use their techniques, furthermore we will also simply argue for the fact that the similarity between the metric and vierbein formulation holds, enabling us to use techniques already applied in deriving eﬀective ﬁeld theoretical Feynman rules for quantum gravity. 37



3.1.1



Gauge ﬁxing, introducing the ghost Lagrangian densities and the similarity between metric and vierbein formulations



In order to ﬁnd the Feynman rules for a gauge invariant theory, one must construct a corresponding non-gauge invariant version of the classical Lagrangian density. Using the method introduced by Faddeev and Popov [28] and following the procedure of [29, 30] we must 1) Add a gauge ﬁxing term LBreak to our Lagrangian density, physically i.e., we choose a speciﬁc gauge. The gauge ﬁxing term itself will be gauge dependent. And it is chosen such that it makes the kinetic term of the ﬁelds in the action regular. For n gauge parameters λ1 (x), . . . , λ1 (n) in the theory, these terms are of the form of n squares 1 2 =− C 2 μ=1 μ n



L



Break



(3.3)



the functions Cμ may contain derivatives and depend on the gauge ﬁelds. This was ﬁrst used by Fermi who added the gauge ﬁxing term − 12 (∂μ Aμ )2 to the Maxwell ﬁeld − 14 Fμν F μν in order to ﬁnd the photon propagator (see e.g. [11]). 2) In order to restore unitarity at the quantum level we must add a second term, namely the ghost term LGhost which is derived from the gauge ﬁxing term by   δCa Ghost a∗ =ϑ ϑb (3.4) L b δλ λ=0 where the (ϑ∗ , ϑ) ﬁelds are the Faddeev-Popov ghost ﬁelds. Since they never appear outside diagrams they are called ghosts. where the gauge parameters particular to our case are the coordinate gauge transformation parameter εα and the Lorentz transformation parameter λa b . Under a gauge transformation the path integral over-counts ﬁelds which are equivalent, these extra replicas of the gauge must be removed. Following the procedure above leads to the path integral   δC   μν...  Z = dhγδ δ(Cμν... (h)) det  αβ... eiS (3.5) δλ μν... refers to a generalized version of the variation of the gauge ﬁxing constraint with where δC δλαβ... its corresponding inﬁnitesimal gauge transformation parameter. Exponentiating δ(Cμν... (h)) yields  the  gauge breaking terms to the quadratic Lagrangian density, and exponentiating  μν...  det  δC returns, by introduction of new ﬁelds, when using δλαβ...   δC     δC  μν...  μν...  ∗ i dx4 η∗μν...  δλαβ... ηαβ... (3.6) det  αβ...  = dηdη e δλ



the ghost Lagrangian density. Following [2, 3] we impose for our two invariances the following two constraints in the background ﬁeld for − 12 Cμ2 √



1 e¯ea μ (hμ ν ;ν − hν ν ;μ ) 2 √ μ ν L Cbd = e¯eb ea (aμν ) CaC =



(3.7) (3.8)



yielding the gauge ﬁxing Lagrangian densities (which were used in the previous chapter) 1√ 1 −¯ g (hμν ,ν − hν ν ,μ )2 2 2 1 LL = − eκ−2 a2μν 2



LC = −



which introduce the two ghost Lagrangian densities √ ¯ μν η ν ) LGhost Coordinate = −¯ g η ∗μ (ημ,λ ,λ − R L



Ghost Lorentz



−2 ∗μν



= eκ ϑ



ϑμν



(3.9) (3.10)



(3.11) (3.12)



¯ μν is the Ricci tensor expressed in terms of the background ﬁeld. The ghost ﬁeld where R related to the coordinate transformations carry a Lorentz label with them, i.e. they are fermionic vector ﬁelds. This is due to the constraint which contains a free Lorentz index, as does its inﬁnitesimal gauge transformation εα . There does exist a third term in the connection with introduction of the ghost Lagrangian density Lmix = κ−1 ϑ∗μν η μ,ν , however, since no conjugate of the form η ∗ ϑ is present, the mixed ghost may be dropped, since it alone is insuﬃcient for a closed loop diagram containing ϑ and η ﬁelds. Thus closed loop diagrams with ghosts therefor only consist of purely ϑ or η loops. The total Lagrangian density (without fermions and only considering pure gravity i.e. the Einstein-Hilbert action) will now consist of two parts, one with a ghost part the other with a non-ghost part. It has been shown[2] that the non-ghost part, in terms of the symmetric vierbein ﬁelds coincides with the metric formulation of the non-ghost part, ergo they will have the same propagators vertices and other properties. Since the antisymmetric ﬁelds won’t enter in any loop with other internal particles than themselves, and since they are decoupled from the other quantum ﬁelds, they will cancel in every diagram in which they appear. This cancellation ensures us that the metric formulation and the vierbein formulation are similar, which conﬁrms the arguments stated earlier. In this thesis we will only be working with a restricted set of 1-loop diagrams, wherein the μν... dependence of δC on the quantum ﬁelds may be neglected, thus for our purpose it will not δλαβ... be necessary to pursue this subject any further. In the following we will neglect the presence of the antisymmetric ﬁelds when they are introduced through the Dirac equation, and assume that the similarity between the vierbein and metric formulation still has its footing. Hence we can move on to expand the Lagrangian density for gravity in similar manner as ﬁrst done by G. ’t Hooft and M. Veltman in [5], presented more detailed in [3] by M. Veltman. Nevertheless Donoghue re-derived all the expansions of the gravitational Lagrangian density, as well as ourselves - we have also re-derived and checked all the expansions and the results. Instead of presenting all the expansions in the background and quantum ﬁelds and doing all the tedious calculations here, we will rather state the relevant results and derive what is needed from that. A (perhaps not so) detailed account of this is given in the references [3, 5, 30]



3.1.2



Quantizing the Einstein Lagrangian density



We will use the fact that the metric and vierbein formulation of the theory of gravity are similar[2]. This similarity is very fruitful for us due to the fact that almost all results derived in the metric formulation may be reused and need not to be re-derived, saving both time and



space. The Lagrangian density describing the gravitational ﬁeld may in general be written as a polynomial in the Riemann tensor   √ 2 2 μν αβ γδ ησ L = −g Λ + 2 R + c1 R + c2 Rμν R + c3 R γδ R ησ R αβ + · · · (3.13) κ in fact there are inﬁnitely many terms allowed by general coordinate invariance, as the ellipses denote. The gravitational Lagrangian density has been ordered in such a way that the derivatives expansion occur in a logical manner, Λ being of order ∂ 0 , the Ricci scalar R of order ∂ 2 , R2 and Rμν Rμν of order ∂ 4 etc.. In four dimensions we need not to include terms of the type Rμνγδ Rμνγδ as the Gauss-Bonnet theorem states that  √ d4 x −g(Rμναβ Rμναβ − 4Rμν Rμν + R2 ) = total derivative (3.14) vanishes for space-times topologically equivalent to ﬂat space. This allows the Rμνγδ Rμνγδ contribution to be rewritten in terms of R2 and Rμν Rμν see ref. [5] for an explicit derivation on this. The cosmological constant Λ is a term which in principal should be included when working with gravity, however, cosmological bounds make this term unnecessary at ordinary energies. Numerically it is believed that |Λ| < 10−46 GeV 4 [30], hence we choose to set Λ = 0 in the future. Nevertheless if we were to use a non-zero cosmological constant, the graviton would eﬀectively acquire mass[3], limiting the range of the gravitational force. Since the cosmological constant is so minute, this acquired mass will not pose any real problem, however a theory with a massive propagator leads to occurrences of negative probabilities for the interaction of two sources, this would render itself unavoidable! This is a very fundamental problem, and at the moment there seems to be no solution for this. The c1 and c2 terms are constrained to c1 , c2 < 1074 , see K.S. Stelle [36]. Thus if these were just some small number, the physics originating from these terms would not eﬀect the net result. The curvature is so small that at the end R2 terms become in-consequent. We can permit ourselves to start with the more general Lagrangian density, and at the end (at low energies) we will ﬁnd that only eﬀects of the Einstein-Hilbert action, R, will be observable for general relativity, thus there is no need to exclude these terms in general. As a matter of fact, even though these terms do generate problems like negative metric states, unitary violations and instability of ﬂat space, J. Simon has shown that these problems are not consequent when one restricts oneself to the low energy regime suitable for an eﬀective ﬁeld theory[37]. We could in principle be satisﬁed with the minimal theory of general relativity, that is keeping only the second term, but again the higher powers of R need not to be necessarily excluded by any known principle. The reason that the bound on c1 , c2 are so poor is that these terms have very little eﬀect at low energies (long distances). The quantities in the Lagrangian R and Rμν involve two or more derivatives acting on the gravitational ﬁeld, i.e. the metric gμν . In an interaction in momentum space these derivatives transform into a factor of the transverse momentum, i.e. exchanged momentum between sources, q ∼ r or when transformed to real space, the inverse distance. We can say that R is of order q 2 and R2 , Rμν ∼ q 4 , we see that for small enough energies, higher order terms will become negligible and the theory is automatically reduced to only the minimal theory. In the low-energy limit, the action of this Lagrangian density leads to general relativity (where κ2 = 32πG, assuming that the coeﬃcients c1 , c2 , . . . = 0). To begin with we will only consider the second term. The Lagrangian density for the vierbein ﬁelds is to be a Lorentz scalar and a coordinate scalar. Using the above possibility we can readily rewrite √ LM = −gR(g) = eR(g(e)) = LV (3.15)



where M and V stand for the (M)etric and (V)ierbein formulations respectively. That √ −g = e is shown in section 3.1.3 and g(e) originates in equation (2.64). We can ask ourselves if this choice for the Lagrangian density is the only possibility. Let us therefore make a more original choice, namely by considering the following commutator relation 1 [Dμ , Dν ]ψ = Rμνab σ ab ψ 2



(3.16)



which follows by using the newly derived covariant derivative 1 Dν ψ = ∂ν ψ + ωνab σ ab ψ 2



(3.17)



The covariant derivative of this object is 1 Dμ (Dν ψ) = ∂μ (Dν ψ) − Γαμν (Dα ψ) + ωμcd σ cd (Dν ψ) 2 1 1 1 = ∂μ ∂ν ψ + ∂μ (ωνab σ ab )ψ + ωνab σ ab ∂μ ψ − Γαμν Dα ψ + ωμcd σ cd ∂ν ψ 2 2 2 1 + ωμcd ωνab σ cd σ ab 4 subtraction with Dν Dμ ψ eliminates almost all terms except the second and the last - when using (2.32), we deduce the relation Rμνab (ω) = ∂μ ωνab − ∂ν ωμab + ωμac ων c b − ωνac ωμ c b



(3.18)



Thus another choice could be LV = eeaμ ebν Rμνab (ω)



(3.19)



However, if we insert the explicit expression of the spin-connection (2.90) into the latter two equations, we surprisingly recover (3.15). Apparently the only tensor that can be constructed from the ﬁrst and second derivatives of the vierbein and itself, which is both linear in its ﬁrst and second derivatives, is the tensor derived in (3.18). A mathematical proof of this statement can be seen in [2]. Under these requirements, this Lagrangian density is indeed unique and hence can be used to derive the Feynman rules. Let us consider Einstein gravitation and apply the above quantization method. As already stated the classical action which reproduces the gravity ﬁeld equations is  √ 2 S = d4 x −g 2 R (3.20) κ variation of this action leads to Einstein’s equation 1 Rμν − gμν R = −8πGTμν 2



(3.21)



where Tμν is the energy momentum density corresponding a matter Lagrangian density satisfying the relation √ ∂ √ −gT μν = −2 ( −gLm ) (3.22) ∂gμν Since gravity is described by a particle of spin 2 - i.e. a graviton - we need to ﬁgure out what gauge transformation to impose on this action, in order to avoid occurrence of negative



probabilities. Just as gauge invariance is introduced in QED, to avoid negative deﬁnite propagators, in the same fashion gauge invariance of the theory of gravity is required in order to achieve a positive deﬁnite propagator. This could not have been achieved without having gauge invariant couplings to the rest of the world[3]. As we have seen a particle of spin two is described by a symmetric two-index tensor ﬁeld. In order to determine the propagator of the Lagrangian density, we must obtain the part of the Lagrangian density that is quadratic in the tensor ﬁeld. Lets consider a source emitting such a particle on mass shell. It should not be possible for this particle at rest to decay into a scalar (spin 0) or a vector (spin 1) particle of the same mass. That is, we require invariance with respect to a transformation that amounts to decoupling scalar and vector parts in the tensor ﬁeld. The gauge transformation we require is hμν = hμν + ∂μ εν + ∂ν εμ + (ημν Λ)



(3.23)



we leave out the last term since it ultimately corresponds to scale transformations. We will however consider a more general possible gauge transformation (extend this to non-Abelian group), i.e. we will require invariance under hμν = hμν + ∂μ εν + ∂ν εμ + κ(hαν ∂μ εα + hαμ ∂ν εα + εα ∂α hμν )



(3.24)



which in turn is the inﬁnitesimal version of hμν = hμν + gαν ∂μ εα + gαμ ∂ν εα + εα ∂α gμν



(3.25)



with gμν deﬁned as in (2.112). In terms of the metric an equivalent statement would be (eliminating hμν altogether) gμν = g¯μν + κhμν = g¯μν + κ(hμν + gαν ∂μ εα + gαμ ∂ν εα + εα ∂α gμν ) = gμν + κ(gαν ∂μ εα + gαμ ∂ν εα + εα ∂α gμν )



(3.26)



which deﬁnes the gauge invariance to be considered for gravity. The κ’s are introduced in the Einstein-Hilbert action and the in the above gauge transformation in such a manner, that the quadratic energy of the ﬁelds hμν yield the canonical form and that Newton’s law can be obtained from the one-graviton exchange diagram. As a matter of fact, we will indeed observe this in a later chapter. Having established the gauge invariance we now have to, ironically, break this gauge invariance in order to obtain our Feynman rules. Using the gauge ﬁxing term from section 3.1.1, we can obtain the quadratic part of the gravitational Lagrangian density. Let us now expand the Einstein-Hilbert action, following [3, 5] and [30]   √ √ 2 ¯ 2 (1) (2) L = −g 2 R = −¯ R + Lg + Lg + · · · g (3.27) κ κ2 Having done a check of all the expansions with respect the Lagrangian density that occur in the mentioned papers, and having obtained identical results, we still do not feel it necessary to include the tons of calculations performed, since they do not shed much light on the subject and are already well stated in the papers. For details on the relevant expansions please consult these papers. We will merely use the results and keep our attention directed towards ¯ = − κ2 Tμν the ¯ μν − 1 gμν R our subject. If the background ﬁeld satisﬁes Einsteins equation R 2 4 linear terms in the quantum ﬁelds will vanish whether they are descended from the pure gravity or matter Lagrangian densities won’t matter. Adding the gauge ﬁxing term to the



second order Lagrangian density we obtain the simplest possible expression for the graviton √ g = 1) propagator (for ﬂat background ﬁeld g¯μν = ημν i.e. −¯ 1 1 C α μν L(2) + hμ μ ∂α ∂ α hν ν g + L = − hμν ∂α ∂ h 2 4 1 αβγδ = − hαβ P hγδ 2



(3.28)



with



1 P αβγδ = P αβγδ ∂α ∂ α = (η αγ η δβ + η αδ η γβ − η αβ η δγ )∂α ∂ α 2 inverting this in the usual way gives us the graviton propagator i(P αβγδ )−1 ≡ iPαβγδ =



3.1.3



i ηαγ ηδβ + ηαδ ηγβ − ηαβ ηδγ 2 k 2 + i



(3.29)



(3.30)



Quantizing the QED Lagrangian density



The interacting ﬁeld theory for Quantum Electrodynamics is well known LQED = LDirac + LMaxwell + LInt



(3.31)



Explicitly the Lagrangian densities read ¯ μ ∂μ − m)ψ = iψγ ¯ μ ∂μ ψ − ψψm ¯ LDirac = ψ(iγ 1 1 LMaxwell = − F μν Fμν = − g αμ g βν Fαν Fμβ 4 4 ¯ μ ψAμ LInt = eq ψγ



(3.32) (3.33) (3.34)



where m is to be interpreted as the mass of the ﬁeld quanta when the theory is quantized and eq 1 is the electron charge and eq = |eq |. The QED Lagrangian density can be written more elegantly ¯ μ (i∂μ + eq Aμ ) − m)ψ − 1 g αμ g βν Fαν Fμβ LQED = ψ(γ 4 1 μ αμ βν ¯ = ψ(iγ Dμ − m)ψ − g g Fαν Fμβ 4



(3.35)



with Dμ ≡ ∂μ − ieq Aμ (x) being identiﬁed with the so called gauge covariant derivative, we say that the Dirac equation is minimally coupled to the electromagnetic ﬁeld. The reason for calling our derivative the covariant derivative, is due to the geometrical signiﬁcance of this invariance. If we follow the method for deriving (3.16) and now denote the curvature by iFμν we see that (3.36) [Dμ , Dν ] = −iFμν and a direct calculation of this commutator shows that the curvature is the well known electromagnetic ﬁeld tensor. The space in which Fμν and Aμ comprise a curvature and a connection respectively is in the mathematical construct of a ﬁber bundle. 1



the q is attached to distinguish the charges from the vierbeins.



This Lagrangian density is invariant under the local gauge transformations local gauge transformation Aμ → Aμ + 1e ∂μ α(x) local phase rotation ψ(x) → eiα(x) ψ(x)



(3.37) (3.38)



The main consequence of the local gauge invariance is that it implies that the photon is massless, since a kinetic term m2 Aμ Aμ will not be gauge invariant[16]. We will in the following only concentrate on the fermions, postponing the Maxwell Lagrangian density for the next section. We will only need to ﬁnd the one-graviton-two-photon vertex from it, which will be necessary due to the occurrence of the interaction term in the QED Lagrangian density. If we want to make the Dirac Lagrangian density invariant under general coordinate trans√ formations, we just follow the general procedure, i.e. multiply it with −g and at the same time introduce our new covariant derivative as shown in section 2 √ Lmassless = i −gψγ μ Dμ ψ (3.39) 1 = ieψγ d edμ (∂μ − ieq Aμ + σ ab wμab )ψ 2 where we have collected the diﬀerent gauge covariant derivatives into a single Dμ . We have not written out the massive part, separately it is √ ¯ Lm = − −g ψψm (3.40) ¯ = −eψψm where we have used    √ a b −g = −det(gμν ) = −det(e μ e ν ηab ) = det(ea μ )2 = det(ea μ ) ≡ e



(3.41)



where we see that the determinant of the vierbein emerges as the matrix square-root of the metric. γ μ = γ a eaμ and eq is the charge. It will be prove beneﬁcial to separate the expansion into two parts, mainly to avoid confusion emerging from the tedious calculations to follow. One part treats the spin connection aspect, the other treats the rest. The spin connection part will be studied subsequently. For now we will entertain ourselves with the expansion of the ﬁrst two terms in the fermionic Lagrangian density. The full generally covariant Lagrangian density including the fermionic degrees of freedom may collectively be written as L=e



2 ¯ a ea μ Dμ ψ − ψψm) ¯ R + e(ψiγ 2 κ



(3.42)



this will account for our full interaction theory. For later use, it will be worthwhile to note the following, using the vierbeins and their inverse as obtained in eq. (2.113) and eq. (2.118), we can expand the determinant of the vierbeins in their quantum parts by using eaμ = eaμ + caμ = eaα (δμα + cαμ )



(3.43)



which yields e = det[eaμ ] = det eaα exp[Tr ln(δμα + cαμ )] = e˜ exp[Tr ln(δ αμ + cαμ )] 1 1 = e˜ exp[Tr(cαμ − cαγ cγμ + O(c3 ))] = e˜ exp[cαα − cαγ cγα + O(c3 )] 2 2   1 1 = e˜ 1 + (cαα − cαγ cγα ) + (cαα )2 2 2 1 e = det[eaμ ] = e˜(1 + cαα + ((cαα )2 − cαγ cγα ) + O(c3 )) = e˜(e + e + e) 2



In the above calculation the following expansions and deﬁnitions have been used e = det eaμ = e˜(e + e + e) det eaα ≡ e˜ 1 e = cαα e = ((cαα )2 − cαγ cγα ) e=1 2 2 1 1 x + ... = 1 − x + x2 ∓ . . . ln(1 − x2 ) = x − x2 + . . . exp(x) = 1 + x + 2 2 1−x (3.44) the underlined terms being of zeroth order in c, over-lined ﬁrst order etc.. We will keep this notation in the further results too. det M = exp Tr log M



3.1.4



Expanding the massless fermion Lagrangian density



The Lagrangian density is to be expanded in powers of cμν (where we choose cμν to be linearly symmetrically equal to hμν as seen earlier) L= L+L+L Here the underlined term is the zeroth order (L = L(c0 )) contribution in the expansion, the bared term is the ﬁrst order (L = L(c1 )) and the double bared term is the second order (L = L(c2 )) contribution to the expansion, up to second order in the quantum ﬁelds. With the Lagrangian density now equal to L = ieψγ a eaμ (∂μ − ieq Aμ )ψ we will need the following expansions 1 e = det[eaμ ] = e˜(1 + cαα + ((cαα )2 − cαγ cγα ) + O(c3 )) 2 μ μ μ μ γ ea = ea − c a + c γ c a



(3.45)



to achieve the expansion. Inserting these into their respective positions in the previous equation yields (up to second orders in c) L = ieψγ a eaμ (∂μ − ieq Aμ )ψ   1 = i˜ e 1 + cαα + ((cαα )2 − cαγ cγα ) ψγ a (eaμ − cμa + cμγ cγa )(∂μ − ieq Aμ )ψ 2  = i˜ e ψγ a eaμ (∂μ − ieq Aμ )ψ



(3.46)



+ ψγ a (cαα eaμ − cμa )(∂μ − ieq Aμ )ψ    1 + ψγ a cμγ cγa − cμa cαα + ((cαα )2 − cαγ cγα )eaμ (∂μ − ieq Aμ )ψ 2 This result can further be divided into two separate Lagrangian densities, one that generates the vertices involving the coupling of fermions to gravitons, and the other which generates the vertices involving fermions, gravitons and photons mutually coupled to each other. We will abbreviate the respective Lagrangian densities for the latter as Lf −g−ph and the ﬁrst as Lf −g .



Writing the Lagrangian densities out explicitly in powers of the quantum ﬁelds c yields eψγ d edμ ∂μ ψ Lf −g = i˜ Lf −g = i˜ eψγ d (cαα edμ − cμd )∂μ ψ   1 Lf −g = i˜ eψγ d cμγ cγd − cμd cαα + ((cαα )2 − cαγ cγα )edμ ∂μ ψ 2



(3.47)



and in a similar manner Lf −g−ph is obtained eψγ d edμ ieq Aμ ψ Lf −g−ph = −i˜ Lf −g−ph = −i˜ eψγ d (cαα edμ − cμd )ieq Aμ ψ   1 Lf −g−ph = −i˜ eψγ d cμγ cγd − cμd cαα + ((cαα )2 − cαγ cγα )edμ ieq Aμ ψ 2



(3.48)



The mass term can be expanded to √ ¯ Lmassive = − −g ψψm ¯ = −eψψm ¯ = −˜ e(e + e + e)ψψm   1 ¯ = −˜ e 1 + cαα + ((cαα )2 − cαγ cγα ) ψψm 2 or explicitly in powers of c ¯ eψψm Lm,f = −˜ ¯ Lm,f −g = −˜ ecα ψψm



(3.49)



α



Lm,f −g



3.1.5



1 ¯ = −˜ e ((cαα )2 − cαγ cγα )ψψm 2



Expanding the spin connection wμab



Let us now turn our attention back to the spin connection part which we have delayed until know. In order to expand the spin connection part of the Lagrangian density, we will have to expand the spin connection itself to second order in the quantum ﬁeld cμν .   1 wμab = eaν (∂μ ebν − ∂ν ebμ ) + eaρ ebσ (∂σ ecρ − ∂ρ ecσ )ecμ − [a ↔ b] 2 where [a ↔ b] means anti-symmetrization in a and b i.e. an extra factor of duced2 .



1 2



(3.50) must intro-



• The ﬁrst few terms: eaν ∂μ ebν − eaν ∂ν ebμ To be thorough we will keep all expressions at the beginning, but it is fruitful to get rid of some terms which are not necessary at the end3 . This is the ﬁrst parenthesis of the spin connection - here only the ﬁrst term is done, the other can be found by using 2



the reason for mentioning this, is mainly due to diﬀerent notations in diﬀerent papers. concerning the “commutation” (a ↔ b) and when setting the background ﬁeld to ﬂat space the derivative of the vierbein ∂ν eaμ = ∂ν δaμ = 0 disappear 3



simply the symmetry between μ and ν in the partial term and (a, b) in the vierbeins. Terms are ordered in powers of cμν - all terms are primarily written out and then ﬂattened background ﬁeld4 is used to simplify. eaν ∂μ ebν = (eaν − cνa + cνγ cγa )∂μ (ebν + cbν ) for ﬂat background ﬁeld ⇒ eaν ∂μ cbν − cνa ∂μ cbν and the other eaν ∂ν ebμ = (eaν − cνa + cνγ cγa )∂ν (ebμ + cbμ ) for ﬂat background ﬁeld ⇒ eaν ∂ν cbμ − cνa ∂ν cbμ • The middle terms: 12 eaρ ebσ only up to second order in c eaρ ebσ = (eaρ − cρa + cργ cγa )(ebσ − cσb + cσγ cγb ) = eaρ ebσ −(eaρ cσb + cρa ebσ ) +eaρ cσγ cγb + cρa cσb + cργ cγa ebσ • The lasting term: (∂σ ecρ − ∂ρ ecσ )ecμ Turning to the lasting term in the spin connection we deduce   ∂σ (ecρ + ccρ ) − ∂ρ (ecσ + ccσ ) (ecμ + ccμ ) (∂σ ecρ − ∂ρ ecσ )ecμ = = (∂σ ecρ + ∂σ ccρ − ∂ρ ecσ − ∂ρ ccσ )(ecμ + ccμ ) = (∂σ ecρ − ∂ρ ecσ )ecμ +(∂σ ccρ − ∂ρ ccσ )ecμ + (∂σ ecρ − ∂ρ ecσ )ccμ +(∂σ ccρ − ∂ρ ccσ )ccμ for ﬂat background ﬁeld ⇒ (∂σ ccρ − ∂ρ ccσ )δ cμ + (∂σ ccρ − ∂ρ ccσ )ccμ The spin connection wμab We will use the spin connection expansion symbolically (0th , 1st , 2nd) in the calculations as wμab = w μab + w μab + wμab



(3.51)



Choosing to work with the ﬂat background ﬁeld reduces the calculations considerably, the respective spin connection terms are wμab = 0 1 1 wμab = δaν (∂μ cbν − ∂ν cbμ ) + δaρ δb σ (∂σ ccρ − ∂ρ ccσ )δ cμ − (a ↔ b) 2 4 1 ν 1 ρ σ 1 wμab = c a (∂ν cbμ − ∂μ cbν ) + δa δb (∂σ ccρ − ∂ρ ccσ )ccμ − (δaρ cσb + cρa δb σ )(∂σ ccρ − ∂ρ ccσ )δ cμ 2 4 4 − (a ↔ b) (3.52) 4



meaning essentially that the background metric ﬁeld is ﬂat gab = ea μ eb ν gμν = ea μ eb ν ec μ ed ν ηcd = = ηab hence legitimizing the identiﬁcation of the vierbein with the Kronecker delta.



δac δbd ηcd



3.1.6



Expanding the spin connection part



Let us now continue with the expansion of the Dirac Lagrangian density in the spin connection part. The full expression was √ √ LDirac = i −gψγ μ Dμ ψ + −gLmassive √ ¯ 1 ab σ wμab )ψ − −g ψψm = ieψγ d edμ (∂μ − ieq Aμ + 2   The main objective



(3.53) we can settle with a term with the proportionality 1 (3.54) Lg−f −s = ieψγ d edμ σ ab wμab ψ ∝ e · edμ wμab 2 In this proportionality the relevant powers are contained in which to expand the Lagrangian density. We will of course reinsert the ignored magnitudes at their respective positions at the end. To avoid typos we will not be explicit in the further calculations, rather we will be using a short hand notation for the expressions just like in previous calculations. We obtain, after insertion (up to second order in the c’s only) Lg−f −s ∝ ie · edμ wμab = i˜ e(e + e + e)(edμ − cμd + cμγ cγd )(w μab + w μab + wμab )  = i˜ e · edμ (e · wμab ) + edμ (e · wμab + e · wμab ) − cμd (e · wμab ) + edμ (e · wμab + e · wμab + e · wμab ) − cμd (e · wμab + e · wμab ) + e · cμγ cγd · wμab







Inserting the ignored magnitudes, ﬁnally we obtain the spin-connection part Lagrangian density (note that in Lg−f −s , the s stands for spin-part and the dots are just ordinary multiplication)  1  eψγ d σ ab edμ (e · wμab ) ψ Lg−f −s = i˜ 2  1  Lg−f −s = i˜ eψγ d σ ab edμ (e · wμab + e · wμab ) − cμd (e · w μab ) ψ 2 1  Lg−f −s = i˜ eψγ d σ ab edμ (e · wμab + e · wμab + e · wμab ) − cμd (e · w μab + e · w μab ) 2  + e · cμγ cγd · w μab ψ (3.55) Since we are working with ﬂat background space, these equations will conveniently reduce drastically! Flat space requirement is equivalent to eaμ = δaμ and e˜ = det eaα = det δaμ = 1 hence all vierbein derivatives as well as all zeroth order spin connections disappear. The resulting Lagrangian densities hence reduce to (in very compact notation) Lg−f −s = 0



 1  Lg−f −s = iψγ d σ ab δdμ w μab ψ 2  1  Lg−f −s = iψγ d σ ab δdμ (wμab + cαα · wμab ) − cμd (w μab ) ψ 2  1  = iψγ d σ ab δdμ w μab + (δdμ cαα − cμd )wμab ψ 2



where wμab , w μab , wμab are given in (3.52).



3.1.7



The Maxwell Lagrangian density



In order to calculate the relevant Feynman diagrams necessary to ﬁnd the full amplitude, we will need the one-graviton-two-photon vertex. Hence we will need to work with the well known electromagnetic Lagrangian density. The electromagnetic ﬁeld Fμν is a spin 1 ﬁeld, hence its a ( 12 , 12 ) representation of the Lorentz group and therefore σμν is given by (2.20). We will have to generalize the Minkowski space Lagrangian density LM axwell = − 14 g αμ g βν Fαν Fμβ (together with its gauge breaking term and ghost Lagrangian density if a full treatment is required), this is done as usual when working with bosons, by replacing the derivatives by the covariant derivatives ∂μ → Dμ and by √ multiplying the Lagrangian density with −g. The generally covariant Maxwell Lagrangian density then reads  √  1 LM axwell = −g − g αμ g βν Fαν Fμβ 4



(3.56)



where the ﬁeld strength tensor for the electromagnetic ﬁeld is Fμν = Dμ Aν − Dν Aμ = ∂μ Aν − ∂ν Aμ , since the connection terms cancel. To quantize the Einstein gravity and the Maxwell equation altogether, it will be necessary to expand the determinant of gμν in terms of the background ﬁeld and the quantum ﬁeld, in the same manner as we did with the vierbein ﬁelds, g ≡ det gμν . The square-root of the metric tensor is  1  √  √ √ Tr ln gμν −g = − det gμν = −1 exp( Tr ln gμν ) = −1 exp 2 1   1  √ Tr ln[g μα (δνα + hαν )] = − det g μα exp Tr ln[δνα + hαν ] −1 exp = 2 2 1   1 −g exp = hα − hα hβ + O(h3 ) 2 α 2 β α    1 1 1 ≈ −g 1 + hαα − hαβ hβα + [hαα ]2 2 4 8 The Lagrangian density can now be expanded in powers of hμν √ −g



g βν          1 1 α 1 α β 1 α2 β ξν αμ αμ α ξμ βν βν L = (− ) −g 1 + hα − hβ hα + [hα ] (g − h + hξ h ) (g − h + hξ h ) × 4 2 4 8    g αμ



(∂α Aν − ∂ν Aα )(∂μ Aβ − ∂β Aμ )    Fαν Fμβ



Structuring this in a systematic manner simpliﬁes the further manipulations up to second order in hμν  1   1 1 1 L = (− ) −g 1 + hαα + ( [hαα ]2 − hαβ hβα ) g αμ g βν − (g αμ hβν + g βν hαμ ) 4 2 4 2  αμ β ξν + (g hξ h + g βν hαξ hξμ + hαμ hβν ) × (∂α Aν − ∂ν Aα )(∂μ Aβ − ∂β Aμ )



Stated in orders of hμν yields 1   αμ βν L = (− ) −g g g 4 1 −(g αμ hβν + g βν hαμ − hαα g αμ g βν ) 2



 1 α αμ βν βν αμ αμ βν 1 1 α 2 α β ( [h ] − hβ hα ) + + h h ) − hα (g h + g h ) + g g 2 4 2 α (∂α Aν − ∂ν Aα )(∂μ Aβ − ∂β Aμ ) (g αμ hβξ hξν



g βν hαξ hξμ



αμ βν



or rather as LM axwell LM axwell LM axwell







 1 αμ βν = −g − g g Fαν Fμβ 4 1   αμ βν 1 α αμ βν  βν αμ = −g g h + g h − hα g g (∂α Aν − ∂ν Aα )(∂μ Aβ − ∂β Aμ ) 4 2 1   αμ β ξν 1 βν α ξμ =− −g (g hξ h + g hξ h + hαμ hβν ) − hαα (g αμ hβν + g βν hαμ ) 4 2  αμ βν 1 1 α 2 α β ( [h ] − hβ hα ) × (∂α Aν − ∂ν Aα )(∂μ Aβ − ∂β Aμ ) +g g 4 2 α 



Only vertex corrections of the type hA2 i.e. LM axwell will be necessary.



Chapter 4 Eﬀective Field Theory Until today gravity has resisted numerous attempts of quantization on equal footing with the other known forces of nature (the strong, weak and electromagnetic forces). It has not been possible to unite gravity with the other forces to a so-called GUT ”grand uniﬁed theory” of everything. Since we do not have a viable theory of quantum gravity, we can ask ourselves the question: is it possible to say anything at all about the inﬂuence of the gravitational ﬁeld on quantum phenomena? When the quantum theory was ﬁrst developed, initial calculations were done in such a way that the electromagnetic ﬁeld was treated as a classical background ﬁeld which interacted with quantized matter. Surprisingly such a semi-classical description was in complete accordance with results derived from the full theory of QED. In particular Schiﬀ showed that it was possible in this approximate way to give a plausible and correct account of the inﬂuence of an external radiation ﬁeld on a system of particles, i.e. absorption and emission, but not of the particles on the ﬁeld, i.e. spontaneous emission. Furthermore the results of the classical treatment of the latter phenomenon was convertible to quantum theory in a correct manner. Another example would be for instance treating photon emission by an atom immersed in a background electric or magnetic ﬁeld. See [32] for a detailed account on this subject. In similar manner, if we choose to work with energies much less than the Planck energy, distances and times that are much larger than the Planck values, the quantum eﬀects of the gravitational ﬁeld become small, as Planck length is so small it must be possible to make a semi-classical treatment of the theory. We will pursue this method. It is well known that QED is a renormalizable theory. Divergences appearing in QED are removed by renormalization of the ﬁnite number of coupling constants accessible in the theory, i.e. charges, masses and also the wave-functions. Since only a ﬁnite number of quantities need to be renormalized QED is classiﬁed as a renormalizable ﬁeld theory. Renormalizability in reality dependence on the dimension of the coupling constant, in the e2 case of QED the coupling constant has dimension [ c ] = 0, i.e. its dimensionless. In contrast to QED gravity is classiﬁed as a non-renormalizable theory due to the fact that its coupling constant has dimension [κ] = −1, hence to all Green functions there will be associated divergent diagrams, an unending sequence of new divergences will appear at each order. With each loop order new physical quantities will have to be devised and introduced to the original Lagrangian density in order to absorb the inﬁnities. But beginning with a ﬁnite number of parameters hinders such an act, since new parameters introduced would alter the physics represented by the original Lagrangian density. 51



If one really wants to coupe with non-renormalizable theorize, one concept in this context seems to be invaluable, namely the concept ﬁrst introduced by Steven Weinberg [33] of eﬀective ﬁeld theories. Gravity is classiﬁed as a non-renormalizable theory due to the dimension of its coupling constant. In this context an eﬀective ﬁeld theoretical description of gravity will render itself as very proﬁtable, being a very powerful tool. In general to analyze a particular physical system, it is necessary to isolate the most relevant ingredients from the rest, simplifying the description without having to take into account everything that can be predicted for/from the system. Making appropriate choices of the variables, one captures the physics mostly important for the problem at hand. The key to achieve this, in our case, is in fact non other than treating gravity in the framework of eﬀective ﬁeld theories.



4.1



An overview over Eﬀective ﬁeld theories



Often a distinction is made between the (fundamental) renormalizable and the (eﬀective) non-renormalizable quantum ﬁeld theories, masking the common features. It is believed that all the known quantum ﬁeld theories of particle and nuclear physics are most likely to be eﬀective ﬁeld theories - being low-energy approximations of some more fundamental underlying theories. Also, the quantum ﬁeld theories in four space-time dimensions must be renormalizable, whether they are renormalizable or non-renormalizable. However, as long as we only are interested in phenomena at the low-energy regime, we need not to worry about the high energy phenomena, since the renormalization procedure transfers the unknown structure of the high-energies of the system to some low-energy constants. Due to diﬀerences of the quantum ﬁeld theories in their sensitivity to the high-energy structure of the underlying theory, one conveniently chooses to distinguish between two classes of quantum ﬁeld theories • The asymptotically free theories Being ultraviolet stable, these are the only candidates for truly fundamental quantum ﬁeld theories. Mathematically, these can be deﬁned in a consistent way and from their structure it is indicated that they most probably can be applied at any energy scale without posing any limitation on it. • Ultraviolet unstable theories Containing information about their limited validity, both the non-renormalizable and the renormalizable theories belong to this category. Nevertheless, the former diﬀers from the latter only insofar as the loop expansion produces new low-energy constants at every loop order. Being in principle similar, the low-energy domain limitation for the former however is more manifest than for the latter. The divergences occurring at the ultraviolet scale never become an issue in perturbation theory, just as long as one stays under the troublesome scale. However it is physically more relevant and suﬃcient to know that the asymptotic expansions work well at low energies, rather than whether or not the convergence of the perturbation theory is realized or not.



In physical problems we are usually involved with widely separated energy scales, these separated energy scales enable us to study the dynamics of the high and low energy domains of the system independently. The main challenge being to identify the parameters entering the theory, which are either large/small in comparison with the energy level of the physical system, and thereby making an approximate theory by setting them to inﬁnity/zero. By taking into account the corrections induced by the neglected energy scales as small perturbations this approximation can be improved. Eﬀective ﬁeld theories are exactly the tools to describe low-energy physics (with respect to some energy scale Λ). Taking only into account the relevant degrees of freedom, states with m  Λ, while the higher energetic states M Λ are integrated out from the action, we are able to organize the strings of interactions occurring in this manner as an expansion in powers of energy. So, as the energy increases and smaller distances are probed, new degrees of freedom become relevant that hence get included in the theory, however, other ﬁelds may loose their status of fundamental ﬁelds as the corresponding states are recognized as bound states of the new degrees of freedom. If we were to probe at lower energies instead, some degrees of freedom would freeze out and disappear from the accessible spectrum of states. Even though Eﬀective ﬁeld theories end up with an inﬁnite number of terms in this way, renormalizability at the end fails to be an issue. This is due to at any given order in the energy expansion, the low-energy theory remains speciﬁed by a ﬁnite number of couplings, allowing an order-by-order renormalization to take place. As an example of an EFT we can mention the Chiral Perturbation theory (CPT) - the low-energy realization of Quantum chromodynamics. It is possible to sum up some general principles to build up an EFT[34] • Low-energy (large distance) dynamics do not depend on the details of the higher energy dynamics(short distance). • Choose the appropriate description of the important physics at the scale considered. If large energy gaps occur - extremize the light/heavy scales to zero/inﬁnity. Finite corrections then induced by the scales can be incorporated as perturbations. • The low-energy physics described by the EFT, does so to some accuracy ε. • The EFT has the same infrared behavior as the underlying fundamental theory (but not the ultraviolet). • The only remnants of the high-energy dynamics are in the low-energy couplings and in the symmetries of the EFT. To construct an eﬀective theory at low energies we will have to consider the symmetries of the fundamental underlying quantum ﬁeld theory. The resultant eﬀective Lagrangian density must then contain all terms allowed by the underlying symmetry(ies) for the set of ﬁelds one is working with[33], realizing the eﬀective ﬁeld theory as the true low-energy limit of the fundamental theory. The eﬀective ﬁeld theories can be divided into two diﬀerent classes, the classiﬁcation, based on how they result from the high-energy theory are • Decoupling eﬀective ﬁeld theories[38]



The high momentum modes decouple from the physics at the low momentum modes - those below a certain cut-oﬀ introduced, Λ. The high energy modes inﬂuences the physics at lower energies through the coupling constants, this is done by renormalizing the coupling of the low momentum modes. In general one can say that any particle whose (renormalized or physical) mass mR is much greater than the cut-oﬀ Λ is not necessary to the description of the IR physics. Such a particle could never be physically produced in any process whose energy scales are much less than mR . One can demand that any ﬁelds whose masses are greater than the cut-oﬀ are integrated out of the functional integral completely. Hence the eﬀective action will only involve the light ﬁelds of the theory (i.e. the masses less than Λ). No light particles are generated on the transition from the fundamental to the eﬀective level. Examples of this caliber could be the eﬀective ﬁeld theory for the description of the beta decay. It is described by the interaction between four ﬁelds, the proton, neutron, electron and neutrino. However, the eﬀective ﬁeld theoretical description involves a Lagrangian density with a four fermion interaction - also known as the Fermi theory. Being a non-renormalizable theory (due to the four fermion interaction), the Fermi weak theory only makes sense below a cut-oﬀ, hence for energies E  MW the Fermi theory could be seen as a fundamental theory, of course for the respective scale. Other examples are QED for E  me or the standard model. • Non-decoupling eﬀective ﬁeld theories In the case of non-decoupling eﬀective ﬁeld theories, the transition from the fundamental to the eﬀective level occurs through a phase transition via spontaneous breakdown of a symmetry generating light pseudo-Goldstone particles (with masses M  Λ). Entangling the renormalizable with the non-renormalizable parts of the Lagrangian density these usually occur with Lagrangian’s that are non-renormalizable, in contrast to the decoupling EFT’s. However, it is still possible to do an order-by-order renormalization, so they still qualify as consistent quantum ﬁeld theories (as long as we are at low energies in the framework of EFT’s). Examples for this part are the Standard model for (QCD) E  1GeV , hadrons and mesons become the relevant degrees of freedom rather than quarks and gluons at these low energies. In this case the global chiral symmetry is spontaneously broken. The non-decoupling eﬀective ﬁeld theory describing this part of the world is the chiral perturbation theory[35]. Another is the Standard model without the Higgs bosons (the heavy Higgs scenario) where the gauge symmetry is spontaneously broken.



4.1.1



A matter of energy scale



It is quite crucial to diﬀerentiate between the quantum eﬀects of heavy particles (with mass MH ) from those of the massless particles. We will mostly be focusing on the long-range, low-energy quantum eﬀects, which are mainly caused by propagation of massless particles. Virtual heavy particles cannot propagate long distances at low energies. As a matter of fact



the uncertainty principle gives them a range Δr ∼ M1H . Their eﬀects would look local as if they were described by a local Lagrangian, only if one probed these on distance scales much larger then scale Δr. This locality becomes visual when one Taylor expands the propagator of a massive particle 1 q2 q4 1 ≈ − − − −··· (4.1) q 2 − MH2 MH2 MH4 MH6 If we Fourier transform this to coordinate space, the ﬁrst term will generate local eﬀects in terms of a delta function, the momenta will transform to derivatives, which can be absorbed into the higher-order curvature terms of the Lagrangian density. Ultimately the quantum eﬀects of the massive particles will appear as shifts in the coeﬃcients of the higher-order curvature terms, hence appearing as local eﬀects for long enough distances. One can also   1 see that no ∼ q2 -terms appear in the above expansion of the massive propagator, being a non-analytic term. The quantum eﬀects arising from the propagators of the massless particles have a diﬀerent story to tell. It is not possible to Taylor expand these e.g. to expand q12 around q = 0. Thus contributing not as local but rather as non-local eﬀects. They can propagate for long distances and consequently contribute to the long range forces, thus such terms only arise from the propagation of massless modes. We will see that to leading order the non-analytic contributions are governed only by the minimally coupled Lagrangian and the analytic contributions from the diagrams will be local eﬀects, hence expandable in a power series. The analytic eﬀects originating from the terms of the S-matrix typically go as a power series (q), whereas non-analytic eﬀects  in momentum  contributions will go as (∼ ln (−q 2 )) or ∼



√1



−q 2



. Since we only will be interested in the



non-local eﬀects, we will only be considering the non-analytic contributions of the diagrams. It is evident that for small enough energies, q 2 small, | ln (−q 2 )|, | √1 2 | 1 and that these −q



terms will dominate over the power series eﬀects (in the q’s) in the limit q 2 → 0. In order to determine the coeﬃcients of the long distance non-analytic terms, one does not need to know the short distance behavior of the theory, only the lowest order coupling is required. Thus the Einstein-Hilbert actions will be suﬃcient to determine the low energy corrections. Another advantage originating from the leading non-analytic eﬀects comes from the fact that they only involve massless degrees of freedom and the low-energy coupling of the theory, both which are independent of the ultimate high energy theory. Only the lowest energy couplings will be needed since more powers of q 2 are introduced at the vertices at higher order eﬀects. The analytic contributions, depending on the unknown parameters c1 , c2 , . . . are then quite distinct from the non-analytic contributions. The low-energy couplings are contained in the Einstein-Hilbert action and depend only on the gravitational constant G, making the leading order quantum corrections parameter free (i.e. dependent only on κ rather than c1 , c2 , . . .)



4.2



Gravity in the framework of eﬀective ﬁeld theories



Contrary to what most people believe at present, gravity can be renormalized and reliable quantum predictions can be made, but only when treated in the framework of eﬀective ﬁeld theories. General relativity ﬁts quite naturally into the framework of EFT’s. Since the gravitational interactions are proportional to the energy, they are easily organized into an



energy expansion. Even though the coupling κ is dimensionful and the theory is nonlinear in nature (in hμν ), the theory will be manageable. The coupling will grow with energy and becomes strongly coupled at high energies E > MP lanck , thus it will behave badly in perturbation theory. Nevertheless, the low-energy ﬂuctuations will be weakly coupled, and since small quantum ﬂuctuations at ordinary energies behave normally in perturbation theory, we can naturally separate the quantum corrections from the high energy ﬂuctuations. In the following, we will witness the discovery of a class of quantum predictions that will be parameter free and will dominate over other quantum predictions in the low-energy limit. These will consist the leading order quantum corrections, being the ﬁrst modiﬁcations due to quantum mechanics. And since they will depend on the massless degrees of freedom and their low energy couplings and not depend on the high energy regime of gravity, they will constitute the true predictions of quantum general relativity.



4.2.1



The generating functional



The generating functional for the true theory of gravity could be written as [30]  −W (J) = d[φ]d[G]eiStrue(φ,G,J) Z(J) = e



(4.2)



where G represents the true gravitational ﬁeld, φ represents the matter ﬁeld(s) and J is a set of source ﬁelds coupling to matter (as −Jφ). The eﬀective ﬁeld theoretical version is quite similar to the true gravitational generating functional  −W (J) = d[φ]d[hμν ]d[(ημ , ϑμν )]eiSeﬀective (φ,¯gμν ,{ημ ,ϑμν },h,J) (4.3) Z(J) = e where the terms are the g¯μν , hμν and the set {ημ , ϑμν } represent the background, quantum and ghost ﬁelds, respectively. Of course the eﬀective action will consist of all the possible terms allowed by the underlying symmetry, the terms included should be consistent with generally covariance. The eﬀective action will hence contain an inﬁnite number of free parameters as mentioned before κ, c1 , c2 , c3 , . . .. We will limit ourselves to the low-energy regime of the quantum ﬂuctuations, since the coupling of the low-energy ﬂuctuations will be very weak, perturbations theory will be well behaved. We will furthermore assume that the gravitons are the only remnants of the full gravitational theory, if other massless particles exist, they must enter the partition function too. The eﬀects of the high energy regime of the true theory are accounted for in the coeﬃcients, however the low-energy degrees of freedom must be considered explicitly. If we follow the principles for building up an EFT, we ultimately end up with an action for gravity already stated earlier in section (3.1.2) equation (3.13). In short, we wanted to treat (3.20) as an eﬀective ﬁeld theory, so we included all possible higher derivative couplings of the ﬁelds in the gravitational Lagrangian. The ﬁeld singularities generated in this way, in the loop diagrams, may be associated with some component of the action, and hence by redeﬁning the coupling constant of the theory, be absorbed. The eﬀective ﬁeld theory becomes ﬁnite and contains no singularities at any ﬁnite order of the loop expansion, when treating all such coupling coeﬃcients as experimental determined quantities. In addition to the gravitational Lagrangian density, we could also consider matter Lagrangian’s, e.g we could consider systems such as Einstein-Dirac, Maxwell-Einstein or gravity coupled with



scalar matter, we will in a short while see some examples for the former mentioned systems. In general Leﬀective = Lgravity + Lmatter (4.4) 



with the action Seﬀective =



√ d4 x −gLeﬀective



(4.5)



where the eﬀective Lagrangian can be ordered in an energy expansion in powers of derivatives, see [30] for details regarding the explicit expressions. One must also include higher derivative contributions to the matter Lagrangian in order to treat it as an eﬀective ﬁeld theory too. Expanding the Lagrangian yields LEinstein = Lg0 + Lg2 + Lg4 . . . Lmatter = Lm0 + Lm2 + . . .



(4.6) (4.7)



  Typically derivatives of the light ﬁelds ∂˜ will go as powers of momentum and derivatives   of massive ﬁelds ∂ will generate powers of the interacting masses. We already know the general gravitational components Lg0 = Λ 2 Lg2 = 2 R κ Lg4 = c1 R2 + c2 Rμν Rμν



(4.8) (4.9) (4.10)



correspondingly for the matter ﬁelds, but their structure will depend on what type of matter we are using (bosons or fermions). Depending on what matter we choose to work with, it is possible to expand them in similar manner as done for bosons in [30] and renormalize the coeﬃcients therein. It would be very appealing to have a much more elaborate section on the renormalizability of gravity. However since we are not going to be interested in the explicit renormalization procedure of either gravity coupled to bosons nor for their coupling to fermions, we choose not to pursue this matter any further. We will in the next section merely state the counterterms for the diﬀerent possible systems.



4.2.2



Counterterms for gravity



The vertices and propagators are extracted from the lowest order Lagrangian, the higher order being treated as perturbations. If one performs loop integration and tries to ﬁnd the counter-terms for gravity coupled to scalar matter, as done by ’t Hooft and Veltman [5] one arrives at   1 √ 1 ¯2 7 ¯ μν ¯ div R + R Rμν g L1loop = 2 −¯ (4.11) 8π  120 20 with ε = 4−d. ’t Hooft and Veltman used the background ﬁeld method, where they expanded around a background ﬁeld g¯μν , ﬁxed the gauge and used the dimensional regularization scheme (hence preserving the invariances of general relativity) to obtain this divergence.



Following the minimal subtraction scheme one acquires the renormalized terms 1 (4.12) cr1 = c1 + 960π 2ε 7 cr2 = c2 + (4.13) 160π 2ε Obviously gravity is non-renormalizable in the traditional sense, nevertheless as just demonstrated gravity can be renormalized, eﬀective ﬁeld theoretically. Furthermore Goroﬀ and Sagnotti attained for pure gravity the two loop divergence (after the equations of motion have been used) 209 κ2 √ = −¯ g Rαβ γδ Rγδ ησ Rησ αβ (4.14) Ldiv 2loop 2880 (16π)2  Higher order of loops involve higher powers of κ implying higher powers of curvature in the Lagrangian. We can perhaps see a pattern emerging, namely that one-loop imply R2 type terms and 2-loop imply R3 type etc. which works quite harmonically with the eﬀective ﬁeld description of gravity. The 2-loop divergence can be renormalized by absorbing it into a renormalized value of the coupling constant c3 just as the previously have been renormalized. It is interesting to note that 1-loop pure gravity is ﬁnite. However this is just a simple consequence of the lowest order equation of motion. Since Rμν = 0 O(R2 ) vanish. However, as already seen when matter is present this is not the case, and the divergence is retained.



4.2.3



Counterterms for the Einstein-Maxwell system



The 1-loop divergences for gravity and QED have been worked out by S. Deser and P. van Nieuwenhuizen [2]. Deser and Nieuwenhuizen reported in 1973 that the one-loop divergence of coupled general relativity and electrodynamics could not be absorbed by renormalization. However as their predecessors (’t Hooft and Veltman with gravity coupled to massless scalars) they did not either consider the problem in an eﬀective ﬁeld theoretical framework. For the coupled Einstein-Maxwell Lagrangian representing the minimal derivative couplings of the gravitational ﬁelds to the photon ﬁelds L = LEinstein + LMaxwell   √ 2 1 μν = −g R(¯ g ) − Fμν F κ2 4



(4.15) (4.16)



they reported the counter Lagrangian to be   9 ¯ ¯ μν 1 √ 1 2 13 1¯ 1 μν μν μν α ΔLCounter = 2 −g Rμν R − R + Tμν T + Rμν T + ∂μ F ∂ Fαν 8π  20 40 24 6 6 (4.17) 1 α αβ where Tμν = Fμα Fν − 4 g¯μν Fαβ F is the Maxwell stress tensor and Fμν ≡ Dμ Aν − Dν Aμ = ∂μ Aν − ∂ν Aμ (the connection terms cancel). If we count the number of derivatives in each term of the counter Lagrangian we see that the singularities occurring correspond to higher derivative couplings of the ﬁelds, in comparison to the Lagrangian above (4.15). When using the background ﬁeld equations R=0 ¯ μν = − 1 Tμν R 2 μν ∂μ F = 0



(4.18) (4.19) (4.20)



one can rewrite (4.17) to the very simple expression   137 ¯ ¯ μν 1 √ Maxwell Rμν R ΔLCounter = 2 −g 8π  60



(4.21)



The authors of this paper suggest that maybe general relativity should be replaced by a “better” theory for quantizing, one might suggest that perhaps, gravity as an eﬀective ﬁeld theory, might not be a better theory than usual (read, as a ultimate fundamental theories), but it is at least a renormalizable theory. Nevertheless one needs not to worry about these singularities, since the combined theory is seen in the framework of eﬀective ﬁeld theories. In order to make the combined theory an eﬀective ﬁeld theory we include into the minimally derivative coupled Lagrangian density (4.15) terms like  √  ¯ μν T μν + · · · LMaxwell = −g c1 Tμν T μν + c2 R (4.22) and for gravity as shown earlier, or whatever combination turns up in the 1-loop calculations, but they will usually be an order magnitude higher derivative couplings.



4.2.4



Counterterms for the Dirac-Einstein system



In [2] Deser and Nieuwenhuizen also showed that the theory of gravity coupled to fermions was 1-loop non-renormalizable. Their analysis diﬀered from that of the previous cases[5], where an algorithm was applied to obtain the counter Lagrangian. However, Deser and Nieuwenhuizen still used the background ﬁeld method as done throughout this thesis. The authors calculated the coeﬃcients of all counter-terms with Feynman diagrams containing eight external fermion ﬁelds and no derivatives. It turned out that only Feynman diagrams with eight external fermions could contribute to these counter-terms. They believed that it was more convenient to calculate the coeﬃcients for Feynman diagrams with eight external fermions rather than any other counter-terms, with e.g. 0,2,4 or 6 external fermion ﬁelds. Equivalences to others would occur due to diﬀerentiation of the ﬁeld equations. Hence avoiding calculation of more and higher divergent diagrams. In the case of eight external fermion ﬁelds, there exists only one counter-term with eight external fermion ﬁelds and no derivatives. For a massless spin- 12 fermion in a gravitational ﬁeld, the Lagrangian density - the DiracEinstein Lagrangian density is (in the notation of [2]) L = LEinstein + LDirac 2 ¯ a ea μ Dμ ψ = e 2 R − eψγ κ



(4.23) (4.24)



The sum of all one-particle irreducible diagrams with eight external fermions was then found to be   8 e ¯ a γ5 ψ)(ψγ ¯ b γ5 ψ)ηab 2 (ψγ ΔLDirac (4.25) Counter = κ λ  i.e. the contact self-interaction term, where λ is a non-vanishing constant and the dependence on external vierbein ﬁelds is through e. Again in the framework of eﬀective ﬁeld theories, renormalizability is not a real issue. Introducing a similar term in the initial Lagrangian density would remove this term and renormalizability would be established.



4.2.5



Summary



In this chapter we have • introduced the concept of eﬀective ﬁeld theories • separated the high energy spectrum of the theory from the low-energy • incorporated gravity into the framework of EFT, which happens almost naturally • seen the counter-terms for the combined theory of scalar QED and gravity • seen what the counter-terms for the Einstein-Maxwell and Dirac-Einstein systems are • seen that the issue of renormalization is solved automatically, due to the permission of adding endlessly many terms into the original Lagrangian, provided that the counterterms are generally covariant.



Chapter 5 The Feynman rules 5.1



The eﬀective Feynman rules



We wish to calculate the leading 1-loop order corrections to the Newtonian and Coulomb potentials. In order to do so, we will derive the relevant Feynman rules in this chapter, starting with the needed propagators and ending with vertex rules. But ﬁrst we will have to rewrite the deduced Lagrangian’s from the vierbein quantum ﬁelds to the metric (the symmetric vierbein) quantum ﬁelds, this is an extra step that needs to be taken, in calculations involving fermions in curved space in contrast to bosons. Having prepared well for this matter we will see that not much harm is done, and we will get through the calculations.



5.1.1



The propagators



Bosonic propagators - the photonic and the gravitonic Following [11] we can write down the well known propagator for the photon



α



β q



=



−iηαβ q 2 + i



(5.1)



The graviton propagator has already been worked out in an earlier chapter, the result was



μν



αβ q



=



iPμναβ q 2 + i



=



i (η η − ημν ηαβ ) 2 α{μ ν}β q 2 + i



(5.2)



where ηα{μ ην}β should be anti-commuted in their indices ηα{μ ην}β = ηαμ ηνβ + ηαν ημβ Fermionic propagator The propagator for the fermion can also be looked up in almost any textbook regarding the theory of quantum ﬁelds, we follow the notation of [11] yet again and use the following 61



propagator =



k



5.1.2



i ( k − m)



=



i( k + m) k 2 − m2



(5.3)



The vertex rules



In appendix E, the explicit calculations of our Feynman rules are presented. All rules are in momentum space and are worked out in the harmonic gauge (for gravitons). Following this section we present the vertex rules.



The 1-graviton-1-photon-2-fermion vertex This vertex is proportional to ∼ hAψ 2 as seen in eq. (3.48), hence only one type of Lagrangian density is to be considered Lf −g−ph = −˜ eψγ a (cαα eaμ − cμa )ieq Aμ ψ or written more explicitly with all the indices (including spinor indices) and in ﬂat background space Lf −g−ph = ψ m (γ a )mn (cμa − cαα δaμ )ieq Aμ ψn (5.4) Using the identities derived from eq.’s (2.121) and (2.122) cbμ =



1 (sμb − aμb ) 2



1 cμμ = sμμ 2



we can rewrite the Lagrangian density expressed in terms of the “real” quantum ﬁelds i.e. symmetrized in cμν up to ﬁrst order. This can be done by substituting these identities directly into the Lagrangian density Lf −g−ph = ψ m (γ a )mn



1



 1 (sμa − aμa ) − sαα δaμ ieq Aμ ψn 2 2



(5.5)



where the spinor indices are showed explicitly. Following earlier discussions, regarding the connection between the vierbein quantum ﬁelds and the metric quantum ﬁelds, we know that it is permissible to set the symmetrically cμν (to linear order in the vierbein quantum ﬁelds) part equal to the metric quantum ﬁeld hμν . Hence we can replace all the symmetric parts with hμν ieq ψ m (γ a )mn (hμa − hαα δaμ )Aμ ψn 2 ieq = ψ m (γ a )mn (Iaμβα − δaμ η αβ )hαβ Aμ ψn 2



Lf −g−ph =



where Ia μβα = density



1 η {β η α}μ . 2 a



We can derive the following vertex rule from this Lagrangian



τ αβ(γ)



=



αβ,k



p



γ,q



p



iκe (2γ γ η αβ − η γ{α γ β} ) = 4



iκe γa (2η γa η αβ − η γ{α η β}a ) 4



(5.6)



For details regarding derivation of this vertex rule consult appendix E.2. Convenient relations with this vertex are   e1 κ  e1 κ  (δ)ρσ   Pμνρσ ηγδ τ (k, k ) = τ(γ)μν = i − ημν γγ − ηγ{μ γν} = −i ημν ηγδ + ηγ{μ ην}δ γ δ 4 4 iκe μ μν  μ μν  [3γγ ] = −τ(γ)μ = −η τ(γ)μν η τ(γ)μν = τ(γ)μ = 2 which are good to know when calculations are due. The 1-graviton-2-fermion vertex The individual parts in the expanded Lagrangian densities contributing to this vertex class are summed and become, using (3.47) and (3.55) (disregarding (3.49) - i.e. the mass part) L = Lf −g + Lg−f −spinpart = e˜iψγ d (cαα edμ − cμd )∂μ ψ  1  + i˜ eψγ d σ ab edμ (e · wμab + e · wμab ) − cμd (e · wμab ) ψ (5.7) 2 or in ﬂat background space L = Lf −g + Lg−f −spinpart = iψγ



d



(cαα δdμ



−



cμd )∂μ ψ



+ iψγ



d1



2



σ



ab







e¯dμ wμab



 ψ



(5.8)



where the ﬁrst order spin connection can elegantly be rewritten in terms of the symmetric and anti-symmetric quantum ﬁelds 1 2wμab = δaν (∂μ cbν − ∂ν cbμ ) + δaρ δb σ (∂σ ccρ − ∂ρ ccσ )δ cμ 2   1 − δb ν (∂μ caν − ∂ν caμ ) + δb ρ δaσ (∂σ ccρ − ∂ρ ccσ )δ cμ (5.9) 2   1 1 = (∂μ cba − ∂a cbμ ) + (∂b cμa − ∂a cμb ) − (∂μ cab − ∂b caμ ) + (∂a cμb − ∂b cμa ) 2 2 = ∂μ (cba − cab ) + ∂b (caμ + cμa ) − ∂a (cbμ + cμb ) = ∂μ aba + ∂b saμ − ∂a sbμ This will prove useful when we rewrite to the hμν ﬁelds. Again sμν = cμν + cνμ = hμν . Thus to utilize the vertex machinery properly - as shown in the appendix - all expressions should be written out explicitly in terms of the symmetric cμν ’s, i.e. sμν = hμν (still to ﬁrst order in cμν ). But one should remember when working with the



second order Lagrangian densities, the ﬁrst order terms do indeed contribute to the second order (L). The identities in the equations (2.122) can straight forwardly be ”plugged” into the Lagrangian density and subsequently the vertex calculations on the obtained density can be performed For the ﬁrst brackets of the Lagrangian density we can rewrite cαα δdμ − cμd =



1 α μ 1 μ s α δd − (s d − aμd ) 2 2



with these kept in mind the original L turns into L = iψγ



d



(cαα δdμ



−



cμd )∂μ ψ



+ ψγ



d1



σ ab δdμ



  w μab ψ



2    1 d α μ μ ab μ = iψγ (c α δa − ca )∂μ ψ + σ δd ∂μ aba + ∂b saμ − ∂a sbμ ψ 4 1   1 1 ab μ  μ μ μ d α = iψγ [ s α δd − (s d − a d )]∂μ ψ + σ δd ∂μ aba + ∂b saμ − ∂a sbμ ψ 2 2 4  i d α μ 1 ab μ μ = ψγ [s α δd − s d ]∂μ ψ + σ δd (∂b saμ − ∂a sbμ )ψ 2 2 



where in the last line we ignore the antisymmetric part. Recalling that to linear order in cμν the symmetric part is exactly equal to the real quantum ﬁeld hμν = sμν yields   i 1 L = ψγ d [sαα δdμ − sμd ]∂μ ψ + σ ab δdμ (∂b saμ − ∂a sbμ )ψ 2 2  i d α μ 1 = ψγ [h α δd − hμd ]∂μ ψ + σ ab δdμ (∂b haμ − ∂a hbμ )ψ 2 2   1 i = ψ m (γ d )mn (η αβ δdμ − I μd βα )∂μ ψn + δdμ σ ab (∂b Iaμαβ − ∂a Ibμαβ )ψn hαβ 2 2



(5.10)



The corresponding second order Lagrangian density this produces, is simply  i Lmassless, correction term = ψ m (γ d )mn (η αβ δdμ − I μd βα )∂μ ψn 2  1 + δdμ σ ab (∂b Iaμαβ − ∂a Ibμαβ )ψn (−kcaα caβ ) (5.11) 2 Lets turn our attention to the mass part of our Lagrangian density ¯ Lmassive = −cαα ψψm 1 ¯ = − sαα ψψm 2 1 ¯ = [− η αβ ψψm]s αβ 2



(5.12) (5.13) (5.14)



we can on top of this ﬁnd the second order part 1 a a ¯ = [− η αβ ψψm][s αβ + c α caβ − c α caβ ] 2 1 a 1 1 αβ ¯ 1 ¯ = [− η αβ ψψm]h αβ + [ η ψψm] s α saβ 2 2 2 2



(5.15) (5.16)



Where the second order (massive) term is 1 a ¯ Lmassive correction = [ η αβ ψψm]h α haβ 8



(5.17)



Combining the above gives us the full ﬁrst order Lagrangian density for the graviton matter vertex  1 i ¯ d α μ 1 ab μ μ ¯ Lmassive = ψγ [h α δd − h d ]∂μ ψ + σ δd (∂b haμ − ∂a hbμ )ψ − hαα ψψm 2 2 2 (5.18) i d μ i d ab μ 1 α ¯ i¯ μ α = ψγ h α ∂μ ψ − ψγ h d ∂μ ψ + ψγ σ δd (∂b haμ − ∂a hbμ )ψ − h α ψψm 2 2 4 2 which is rewritten to 1 ¯ μ i i ¯ ∂μ ψ − ψmψ) − ψγ d hμd ∂μ ψ + ψγ μ σ ab ∂b haμ ψ Lmassive = h(ψiγ 2 2 2



(5.19)



where the trace of h ≡ hαα . This Lagrangian density yields the vertex rule



p αβ q −→



τ αβ (p, p )



=



p



  1 iκ  αβ  1 η ( p+ p ) − m − γ β (p + p )α + γ α (p + p )β 2 2 4



(5.20)



Details on deriving this vertex rule can be seen in appendix E.3. Moreover the 2-graviton2-fermion vertex has been derived in appendix F. The 1-graviton-2-photon vertex Using the ﬁrst order Maxwell, 1-graviton-2-photon, Lagrangian density in ﬂat background ﬁeld we can rewrite it to  1  αμ βν 1 η h + η βν hαμ − hαα η αμ η βν Fαν Fμβ LM axwell = 4 2  1  αμ βν 1 η h + η βν hαμ − hαα η αμ η βν (∂α Aν − ∂ν Aα )(∂μ Aβ − ∂β Aμ ) = 4 2 by looking at each term separately we get −



1 1 1 αμ βν hη η Fαν Fμβ = − hF μν Fμν 42 8 1 = − h(∂ μ Aν − ∂ ν Aμ )(∂μ Aν − ∂ν Aμ ) 8 1 = − h(∂ μ Aν ∂μ Aν − ∂ μ Aν ∂ν Aμ − ∂ ν Aμ ∂μ Aν + ∂ ν Aμ ∂ν Aμ ) 8 1 = − h(∂μ Aν ∂ μ Aν − ∂ν Aμ ∂ μ Aν ) 4



(5.21)



For the other part it is noticed that by changing the dummy indices and using that the ﬁeld strength tensor is antisymmetric Fμν = −Fνμ we can deduce 1 αμ βν 1 1 1 (η h Fαν Fμβ + η βν hαμ Fαν Fμβ ) = (hβν F μν Fμβ + hβν Fβμ Fν μ ) = hβν F μν Fμβ = hρσ Fασ F αρ 4 4 2 2 1 ρσ = h (∂α Aσ − ∂σ Aα )(∂ α Aρ − ∂ρ Aα ) 2 1 ρσ = h (∂α Aσ ∂ α Aρ + ∂σ Aα ∂ρ Aα − ∂α Aσ ∂ρ Aα − ∂σ Aα ∂ α Aρ ) 2 (5.22) Hence the Lagrangian density becomes 1 LM axwell = − h(∂μ Aν ∂ μ Aν − ∂ν Aμ ∂ μ Aν ) 4 1 + hρσ (∂α Aσ ∂ α Aρ + ∂σ Aα ∂ρ Aα − ∂α Aσ ∂ρ Aα − ∂σ Aα ∂ α Aρ ) (5.23) 2 from which we can derive the corresponding Feynman rule. This density yields the vertex rule δ,p







αβ q −→







γ,p



τρσ(γδ)



 1 = i Pρσ(γδ) (p · p ) + ηρσ pδ pγ + ηγδ (pσ pρ + pσ pρ ) 2 −



pδ pρ ησγ



−



pδ pσ ηργ



−



pγ pρ ησδ



−



pγ pσ ηρδ



 



(5.24)



Details for the calculations are given in appendix E.4. The Feynman rules derived in this section look deceivingly simple. Due to the nature of fermions, simple expressions at the beginning of a calculation easily become overwhelmingly tedious at later stages and take long time to do. Especially if no tricks are at hand, all the methods and techniques have to be developed from scratch and up, this is exactly our case! Most of the results in this chapter are new and have not been worked out before (to the extent of our knowledge). This process is quite time consuming, nevertheless we have been able to do all the calculations by hand, the box diagrams too, which needlessly to say pose a very big challenge to complete. More on this issue, from a ﬁrst hand perspective, can be seen in appendix H.



5.1.3



Summary of the Feynman Rules



The needed building blocks for our Feynman diagrams are listed here.



The photon propagator (e.g. see [11])



α



β q



=



−iηαβ q 2 + i



(5.25)



The graviton propagator



μν



αβ q



=



iPμναβ q 2 + i



i (η η − ημν ηαβ ) 2 α{μ ν}β q 2 + i



=



(5.26)



The fermion propagator (e.g. see [11])



=



k



i ( k − m)



i( k + m) k 2 − m2



=



(5.27)



The two fermion one photon vertex (e.g. see [11])



α



p q −→



p



=



τ α (p, p )



ieγ α



=



(5.28)



The two fermion one graviton vertex p



=



αβ q −→



τ αβ (p, p )



 iκ  αβ  1 η ( p+ p ) − m 2 2



=



p



 1 α  β β  α − γ (p + p ) + γ (p + p ) 4 (5.29) The two fermion one graviton one photon vertex αβ,k



p



= γ,q



τ αβ(γ) (p, p )



=



p



=



iκe (2γ γ η αβ − η γ{α γ β} ) 4 iκe γa (2η γa η αβ − η γ{α η β}a ) 4



(5.30)



The two photon one graviton vertex δ,p



αβ q −→



 



=



τ



αβ(γδ)







(p, p )



=



 1 iκ P αβ(γδ) (p · p ) + η αβ pδ pγ + η γδ p{β pα} 2



γ,p



δ {α β}γ



−p p



η



γ {α β}δ



−p p η



  (5.31)



For each external fermion or anti-fermion line we will write u(p) or u¯(p)



(5.32)



Momentum conservation will be imposed at each vertex (5.33) For each undetermined loop momentum we will integrate







d4  (2π)4



(5.34) We will divide by the overall symmetry factor of the Feynman diagram (5.35) The photons are derived in the Feynman gauge and the graviton in the De-Donder gauge ( also known as the harmonic gauge ). We have four types of vertices, and three types of propagators. All these will be used in the calculations of the Feynman diagrams. In order to get through the calculations, repeated use of the following identities to reduce the enormous amount of algebra that appear in the calculations, will prove useful. Other than the vertex rules and propagators necessary to do the diagrams, we will hence note that there are the following relations (Cliﬀord algebra, dynamical relations, Dirac equations etc.) {γ μ , γ ν } = γ {μ γ ν} = γ μ γ ν + γ ν γ μ = 2η μν 1 μ α ν 1 {μ α ν} γ γ γ (γ γ γ + γ ν γ α γ μ ) = η μα γ ν + η να γ μ − η μν γ α = 2 2 ( p − m)u(p) = u¯(p )( p − m) = 0 −q 2 (p · q) = −(p · q) = 2 q2 (p · p ) = m2 − 2 Immense and diverse types of vertex contractions will occur during the calculations. Contractions that will be necessary in the calculation of the vacuum-polarization are e.g.  ) σρ(δα)   τ (p, p )τσρ(α (k, k ) = iκ (p · p )τ δα(α) (k, k  ) + pσ pρ τσρ(δ) (k, k  )  ) σ δ (α)  α σ δ  − p p τσα (k, k ) − p p τ σ(α (k, k ) (5.36)



or in speciﬁc momentum exchange version   ) σρ(δα) 2 δ 2 2 2 2  δ { δ}  δ 2 (q, −l)τσρ(α (−l, q) = (iκ) η [(q · l) + l q ] − l q q − (q · l)l q + l l q τ (5.37) Other contractions that are worth noting are Pμνρσ τ μν(δα) = τσρ (δα) ηαβ τσρ(β) =



)



τσρ(α



(5.38)



most of the contractions will be stated during the calculations of the speciﬁc diagrams.



Chapter 6 Calculation of the Feynman diagrams In this section we will explore one possible way of deﬁning the potential from the scattering matrix amplitude, and how to derive the 1-loop scattering matrix potential for the mixed theory of gravity and QED.



6.1



The S-matrix



The S-matrix is deﬁned as the scattering matrix between incoming and outgoing particles (here we have two incoming particles)[11]     −i  dtH        int      kA kb out k1 k2 . . . kA kB in = k1 k2 . . . S kA kB = k1 k2 . . . e where S ≈ ½ + iT  T = − dtHint



(6.1)



 =



d4 xLint (φ(x))



(6.2)



The matrix ½ describes particles moving part each other without interaction. Thus we will ignore it. Therefore the real interesting part lies in the so-called T-matrix. Since the matrix elements of S should always reﬂect 4-momentum conservation, S or T should always contain a factor of δ 4 (kA + kB − Σkﬁnal ), if we extract this factor, we can deﬁne the invariant matrix element M, which is denoted as the non-relativistic result obtained from a class of connected, amputated Feynman diagrams [11], by       k1 k2 . . . iT kA kB = (2π)4 δ 4 (kA + kB − Σkﬁnal ) iM (6.3) The T-matrix coincidently is also the energy-momentum tensor for the interaction, from the relation (coming from the deﬁnition of the vertex)   −i dtHint S=e ≈ ½ − i dtHint (t) and as already seen (now especially rewritten for the graviton)   4 T1−graviton = d xLint (φ(x)) = d4 xTμν (x)hμν (x) 71



Where the vertex is obtained when the graviton and other involved ﬁelds are removed. For QED we have in the same manner   4 ¯ μ ψAμ T1−photon = d xLint (φ(x)) = ie d4 xψγ From the standpoint of eﬀective ﬁeld theories it is the infrared behavior of QG (Quantum Gravity) and QED that is interesting, rather than the ultraviolet behavior. This is nevertheless a reasonable standpoint, if one wants to reckon the behavior of these theories as fundamental theories. From the predictive point of view the ultraviolet sector of quantum gravity is not very appealing, mainly due to the ultraviolet divergences occurring there. However, gravity in the framework of eﬀective ﬁeld theories helps us to remove these divergences reconciling it as a renormalizable theory (well below the Planck scale of course ∼ 1019 GeV ), but is still not very interesting from the predictive point of view, due to the high energies required. The infrared standpoint is much more appealing, even though we don’t have a clue about how the theory would look on the other side of the Planck scale, we are still able to extract quantum corrections to the potential as if gravity was a generic quantizable theory. This is realizable due to the propagation of low-energy massless particles contributing with long distance quantum corrections, which are quite distinct from the eﬀects of the local Lagrangian. As we saw earlier, a crucial distinction can be made by observing whether it is possible to Taylor expand the eﬀective action in momentum or not. A series of local Lagrangian’s with increasing powers of derivatives (i.e. momentum) would be representing analytical results, whereas non-analytical results being signatures of low-energy particles, cannot be identiﬁed with local eﬀects. The ﬁrst couple of terms of the matrix element are, when expanding the gravitational action in powers of q 2 , of polynomial type contributions   (6.4) M = Aq 2 1 + ακ2 q 2 + · · · whereas contributions involving long-range interactions would be like M = Aq 2



m ··· 1 + ακ2 q 2 + βκ2 q 2 ln (−q 2 ) + γκ2 q 2  −q 2



! (6.5)



where the latter term occurs when massive ﬁelds are included in loops with gravitons. Both these terms become imaginary when q 2 > 0 (for time-like values of q 2 for the metric we use ημν = diag(1, −1, −1, −1)). These pieces describe re-scattering of on-shell intermediate states, and are needed for the unitarity of the S-matrix. However, if we were to include the eﬀects of QED we would expect the matrix elements to be ! m 2 2 2 1 2 2 2 2 2 2 2 ··· (6.6) M = A + Bq + (α1 κ + α2 e ) 2 + β1 κ e q ln (−q ) + β2 κ e q  q −q 2 A, B, . . . correspond to the analytical, local and short-ranged interactions, these terms will only dominate in the high energy regime of the eﬀective ﬁeld theory, whereas α1 , α2 , . . . and β1 , β2 , . . . correspond to the leading non-analytic, non-local, long-range contributions to the amplitude. Many diagrams will yield pure analytic contributions to the S-matrix, such diagrams will not be necessary in our calculations, we will only consider the non-analytic contributions from the 1-loop diagrams. The diagrams which will yield non-analytic contributions to the S-matrix amplitude are those containing two or more massless propagating particles.



corrections



73



If we Fourier transform the non-analytic terms to real space, we easily see how the nonanalytic terms contribute to the long-ranged corrections  d3 q iq·r 1 1 e  2  = (6.7) 3 (2π) 4πr q  1 d3 q iq·r 1 e   = 2 2 (6.8) 3 (2π) 2π r q  d3 q iq·r 1 e ln (q2 ) = − (6.9) 3 (2π) 2πr 3 obviously these terms indeed do contribute to the long-range corrections. When we calculate the tree diagrams, we will explicitly see that the non-analytic contribution of the type (6.7), will correspond to the Coulomb and Newtonian part of the potentials and the higher power of 1r will generate the leading order and classical corrections to the Coulomb and Newtonian potentials.



6.2



Deﬁning the potential, and exploring the nature of the quantum corrections



In order to reveal the non-analytic quantum corrections to the Newtonian and Coulomb potential of two large masses in the non-relativistic limit, we must retrieve a viable expression for the non-relativistic potential from the scattering matrix amplitudes iM. Of the diﬀerent methods in existence for obtaining the potential or corrections from the Feynman diagrams, we will apply the method used in QED and QCD, provided we stay in the non-relativistic limit and are only interested in the potential. Following [11] we will compare the non-relativistic scattering amplitude with the Born approximation, subsequently we will commence the calculation of the Feynman amplitudes for the scattering process of massive fermionic particles. In principle to deﬁne precisely what the potential in a relativistic quantum ﬁeld theory such as general relativity is, is indeed not an obvious task. In QCD for instance one can use the Wilson loop description, but for the gravitational potential no such formulation exists, however attempts have been made in this direction [12] by using the Arnowitt-Deser-Misner formula for the total energy of the gravitational system. Other methods are also in existence, but we will stick to the already discussed method.



6.2.1



The potential



Following [11] we will compare the Born approximation to the scattering amplitude in nonrelativistic quantum mechanics. In terms of iT we have     k1 k2 . . . iT kA kB = −iV˜ (q)(2π)δ(E − E  ) (6.10) where q = p − p and V˜ (q) is the non-relativistic potential transformed in momentum space. We should be careful when comparing with (6.3), in iM factors of 2m1 × 2m2 arise



due to relativistic normalization conventions. These must be dropped when we compare the two. (6.10) assumes conventional non-relativistic normalization of states, i.e. p2 |p1  = 2E(2π)3 δ 3 (p1 − p2 ), moreover the momentum integration over the incoming momentum of the target has already been pre-performed. Equating the two we deduce       k1 k2 . . . iT kA kB = (2π)4 δ 4 (kA + kB − Σkﬁnal ) iM = −iV˜ (q)(2π)δ(E − E  ) (6.11) or rather



1 1 M V˜ (q) = − 2m1 2m2







d3 k (2π)3 δ 3 (kA + kB − Σkﬁnal ) (2π)3



(6.12)



momentum integration yields the non-relativistic potential 1 1 V˜ (q) = − M 2m1 2m2 or in coordinate space 1 1 V (x) = − 2m1 2m2







d3 k ik·x e M (2π)3



(6.13)



(6.14)



In our calculations, M will only contain the non-analytic contributions of the amplitude of the scattering process to 1-loop order, and we will not compute the full amplitude of the S-matrix, only the long-range corrections will be of our interest. In order to obtain their contribution to the potential, only a subclass of scattering matrix diagrams will be required. If we wanted to ﬁnd the full total non-relativistic potential, we would merely have to include the remaining 1-loop diagrams. This type of calculation has e.g. been performed in [13](who also have used the same deﬁnition of the potential as us) where the full amplitude is considered. Their choice of potential included all 1-loop diagrams, hence they obtained a gauge invariant deﬁnition of the potential. This choice of the potential makes good physical sense since it is gauge invariant, but other choices are also possible. The most convenient choice could depend on the physical situation at hand or how the total energy is deﬁned. The gauge invariant choice is also equivalent to the suggestion in [39], where it is suggested that one should use the full set of diagrams constituting the scattering matrix, from which one can decide the non-relativistic potential from the total sum of the 1-loop diagrams. However, it is worthwhile to note that we consider all the non-analytic corrections to 1-loop order, thus if we had the full amplitude to 1-loop order we would need to extract the non-analytical parts! We will carry on using this deﬁnition of the potential.



6.3



The form factors



For some calculations it is an advantage to look at the possible formal structure of the diagrams in question. Two structures that will appear, are the vertex corrections involving photons (1-tensor) or gravitons (2-tensor), this makes it nice to state the end results, if possible (as it is for 1PR diagrams) in terms of the form factors, revealing how the spin couples to the momenta involved. However, for 1PI diagrams this type of structuring may not be possible hence a direct calculation of the potential must be performed. Here one has to include all four external fermions simultaneously, making it more diﬃcult to perform the calculations, and no formal structure exists since all indices are fully contracted. However, some tricks can be used, as will be shown in the case of the triangular diagram.



From the transition density for a vector p2 | Tμ |p1 



(6.15)



p2 | Tμν |p1 



(6.16)



or a tensor we can ﬁnd the generic expressions for the energy-momentum vectors/tensors for fermions. The transition density expresses the energy-momentum density in quantum mechanics, and if we require it to be conserved, ∂ μ Tμν = 0, we ﬁnd the fermion “1-tensor” vertex       iσμν q ν 2 2   F2 (q ) u(p) p2 Tμ p1 = u¯(p2 ) F1 (q )γμ + 2m which can be looked up in [11]



fermion “2-tensor” vertex  1  i   1       2 2 λ 2 2 −F2 (q )P{μ σν}λ q +F3 (q ) qμ qν −q ημν u(p1 ) p2 Tμν p1 = u¯(p2 ) F1 (q )Pμ Pν m 4m m which can be found in [40]. Here Pμ = 12 (p1 + p2 )μ and qμ = (p1 − p2 )μ .



6.4



Nature of the quantum corrections



It is well known that gravitational interaction between two heavy masses close to rest is described by the Newtonian potential V (r) = −



Gm1 m2 r



(6.17)



where m1 , m2 , G and r are the masses in consideration, the gravitational constant and the distance between the considered masses respectively. In general relativity this potential has classical corrections[25], and they are   G(m1 + m2 ) Gm1 m2 1+a + ... (6.18) V (r) = − r rc2 where c is the speed of light and a is determined from calculating the post-Newtonian expansion if one has made a precise deﬁnition of the potential. This correction does not include an , clearly it is a classical correction. The correction term in the equation is dimensionless. If we want to include a correction from a loop diagram we would require a correction type with inclusion of a . On solely dimensional grounds it is possible to argue what structure higher order corrections would contain. A loop diagram would contain a combination of (in long distance corrections) massless particles propagating hence a factor of r, a factor of κ2 ∼ G from the vertex itself and at least linearity in . Combining these to



a dimensionless expansion parameter we get for the long range quantum eﬀects this to eq. (6.18) we get   G Gm1 m2 G(m1 + m2 ) + b 2 3 + ... V (r) = − 1+a r rc2 r c



G . r 2 c3



Adding



(6.19)



which has dimension energy. In practice we can from dimensional analysis write down a general expression for the possible contributions to the potential, they should all have the dimension of energy V (r)Grav.



corr.



=−



Gm1 m2 x [G × y × r z × ms × ct ] r



(6.20)



Outside the squared brackets we have the Newtonian potential with dimension of energy, hence inside the brackets we must have an expression that is dimensionless. The equations these parameters have to satisfy are 3x + 2y + z + t = 0 −x + y + s = 0 −2x − y − t = 0



(6.21)



These can be used to predict the structures of the possible quantum corrections. However if we include charged particles, additional terms are needed to be added to the corrections for the Newtonian potential. We will also obtain corrections for the Coulomb potential and combined for the Coulomb and the Newtonian potential, a more comprehensive picture would look like   Gm1 m2 G e1 e2 2 2 V (r)Grav.+QED corr. = − + + a(m1 + m2 )e1 e2 + b(e1 m2 + e2 m1 ) r [4π0 ]r [4π0 ]r 2 c2   2 2   e m + e22 m21 G + c 1 2 + ... + de1 e2 m1 m2 [4π0 ]πc3 r 3 (6.22)   where a, b, c , d (the prime on c is just to distinguish it from the velocity of light c) are some numbers, which is our missions to calculate. It is also possible to write down a general expression for this type of corrections, demanding now that the dimension is energy we merely have to multiply eq. (6.20) with the electric charge and the vacuum permittivity V (r)Grav.+QED



corr.



= Gx × y × r z × ms × ct × eu × v0



(6.23)



by taking these new terms into consideration, we obtain a somewhat modiﬁed criteria u + 2v = 0 x+y+z−v =0 −1 − x + y + s − v = 0 −2x − y − t + 2v + 2 = 0



(6.24)



which enables us to ﬁnd the higher order corrections. We could have expressed the corrections by having chosen to use the ﬁne-structure constant α and have normalized in unit of elementary charges 1 e2 = (6.25) α= c[4π0 ] 137, 03 . . .



thus if we made the replacement 1 c 1 α ˜ = = 4π0 137 e1 e2 e1 e2



(6.26)



we would get a more simpliﬁed result to look at. Furthermore the normalized unit of elementary charges are given by ee11 = e˜1 and ee22 = e˜2 . This rewriting will be used in our ﬁnal results.



6.5



The Feynman diagrams



In this chapter we shall extract the non-analytical parts of a limited set of 1-loop diagrams needed for the 1-loop scattering matrix in the combined quantum theory of QED and general relativity (however, it is a practically complete set of diagrams in terms of non-analytical contributions to the scattering matrix). We will explicitly see that the non-analytic contributions indeed correspond to the long range corrections of the potential. This will become obvious when the amplitudes are Fourier transformed to produce the scattering potential, whence all the analytic pieces are disregarded. The resulting non-analytic piece of the scattering amplitude will then be used to construct the leading corrections to the nonrelativistic gravitational potential.



6.5.1



Tree Diagrams



QED tree diagram Here we will look at the tree diagram. The fermion-fermion scattering process at tree level of course reproduces the result of classical physics. The scattering process is depicted as k (e1 m1 )



p



q −→



(e2 m2 ) p



k



with (k, p) as the incoming momenta and (k  , p ) as the outgoing momenta. q = p −p = k−k  is the exchange momentum and (e, m) are the charges and masses of the respective particles (1 and 2). The matrix element for this diagram is simply 



iηαβ  iM = u¯(p )[τ ]u(p)¯ u(k )[τ ]u(k) − 2 q i = 2 e1 e2 u¯p [γ α ]up u¯k [γα ]uk q i = 2 e1 e2 (2m1 )(2m2 ) q e1 e2 m1 m2 = 4i q2 



α







β



(6.27)



where we in the third line have used appendix D, describing the spinors in the weak limit. In the NRL1 we furthermore have q 2 = q02 − q2 → −q2 . Using the deﬁnition of the potential (6.14) and the Fourier transformation (6.7) we arrive at the well known potential  d3 q iq·r  e1 e2 m1 m2  1 1 4 e VTreeQED (r) = − 2m1 2m2 (2π)3 −q2 (6.28) e1 e2 = 4πr the Coulomb interaction potential between two charges. Thus QED indeed does reproduce classical physics at tree level Feynman diagrams. Gravity tree diagram The fermion-fermion scattering process is identical to the one from QED, but with a graviton exchange rather than a photon, since this is a gravitational interaction. The process is depicted as p



k (e1 m1 )



(e2 m2 ) p



k



In the following the relations used are



   1 iκ μν  1  {μ  ν} τ (p, p ) = (p + p ) − m − γ (p + p ) η 2 2 4 iκ u¯p τ μν (p, p )up = − γ {μ (p + p )ν} " 8 # {μ  ν} Pμναβ γ (p + p ) = γ{μ (p + p )ν} − ημν ( p+ p ) μν







The matrix element for this diagram is 



μν











u(k )[τ iM = u¯(p )[τ ]u(p)¯



αβ



iPμναβ ]u(k) q2



 (6.29)



when inserting the respective relations and doing the contractions we get 



iκ 2  iPμναβ  iM = − u¯p [γ {μ (p + p )ν} ]up u¯k [γ {α (k + k  )β} ]uk 2 8 q " # 2i  κ 2  =− 2 u¯p [ k+ k  ]up u¯k [ p+ p ]uk + u¯p [γ μ ]up u¯k [γμ ]uk (p + p ) · (k + k  ) q 8  − u¯p [γ μ (p + p )ν ]up u¯k [ημν ( k+ k  )]uk # " 2i  κ 2  u¯p [ k+ k  ]up u¯k [ p+ p ]uk + u¯p [γ μ ]up u¯k [γμ ]uk (p + p ) · (k + k  ) =− 2 q 8  − 2m1 u¯p [ p+ p )]up u¯k uk (6.30) 1



Non-Relativistic-Limit



going to the low energy limit leads to p → m2, k → m1, q 2 = q02 − q2 → −q2 and again for the spinors u¯k uk → 2m1 , u¯p up → 2m2 (and in addition using κ2 = 32πG) # 2i 32πG " (4m1 m2 )2 + (4m1 m2 )2 − (4m1 m2 )2 2 q 64 iπG = − 2 (4m1 m2 )2 −q



iM = −



(6.31)



Again using the deﬁnition of the potential (6.14) and the Fourier transformation (6.7) the well known gravitational potential emerges   1 1 d3 q iq·r  πG 2 e (4m m ) VTreeGrav (r) = − 1 2 2m1 2m2 (2π)3 q2  1  πG (6.32) (4m1 m2 )2 =− 4m1 m2 4πr Gm1 m2 =− r Thus the tree level scattering diagram indeed does represent classical physics. Already in the classical treatment, we can see how much more tedious and overwhelming the calculations get when not only gravitational interaction gets involved but also when considering the fermionic degrees of freedom. This calculation was merely supposed to reproduce the classical Newtonian potential in the NRL. But due to the gravitational interactions, our vertices get long and ugly and due to the fermionic degrees of freedom, the non-commutative nature of them make simple expressions rather diﬃcult as commutations keep generating more and more terms. In contrast the bosonic case was much simpler since bosons are commuting particles. In the next sections we will boldly calculate the 1-loop diagrams constituted from these, and attempt to get through these rather messy calculations - by hand!



6.5.2



The 1PR vertex corrections



Since we are only interested in the quantum corrections of the long range interactions (corrections coming from the massless particles), we only have to look at a limited set of diagrams. Here the contributing ones are shown, we will consider them more explicit individually in the forthcoming sections. The vertex corrections that we are interested in for gravitational corrections are =



+



···



+



(6.33)



whereas for the QED corrections that contribute with non-analytical terms to 1-loop order are =



+



+



+



···



(6.34)



The ﬁrst terms are just the vertex rules derived. The second terms and the higher are the actual vertex corrections which need to be worked out. In both cases the shaded blob represents the sum of all the 1PI diagrams.



1PR gravitonic vertex correction Only a single correction term needs to be considered in this case. This term is the 1PI part of the full 1PR Feynman diagram, which is to be evaluated in order to calculate the potential for the gravitational quantum corrections in physical processes. p +q αβ



q −→



p−  p



The matrix element contribution from this diagram is   −iη  −iη   d4 l αγ βδ  β α [τ ρσ(γδ) (l, l + q)]u(p) u¯(p ) τ DF (p − l)τ −iM = 4 2 (2π) l (l + q)2    −iη  −iη  i d4 l  β αγ βδ  α ρσ(γδ) [τ ieγ ieγ (l, l + q)] u(p) = u¯(p ) (2π)4 (( p− l) − m) l2 (l + q)2 Note that u¯(p ) and u(p) will always stay at the mostly right and mostly left, hence there is no need to write them over and over again. We will just remember their position when we use the Dirac equation, and avoid writing them all the time   −iη  −iη  d4 l  β i αγ βδ α −iM = τ ρσ(γδ) (l, l + q) ieγ ieγ 4 2 2 (2π) (( p− l) − m) l (l + q)   4  dl ( p− l) + m α ηαγ ηβδ γ = i5 e2 τ ρσ(γδ) (l, l + q) γβ 4 (2π) ((p − l)2 − m2 ) l2 (l + q)2  γδ [( p− l) + m]γγ d4 l 2 τ ρσ(γδ) (l, l + q) = ie 4 2 (2π) l (l + q)2 [(p − l)2 − m2 ] Using Cliﬀord algebra we see γδ [( p− l) + m]γγ = γδ pγγ − γδ lγγ + mγδ γγ = γδ (−γγ p + 2pγ ) − γδ lγγ + mγδ γγ = 2γδ pγ − γδ lγγ In the last equation we used the Dirac equation. Now everything reduces to the following  γδ [( p− l) + m]γγ d4 l 2 −iM = ie τ ρσ(γδ) (l, l + q) 4 2 2 2 2 (2π) l (l + q) [(p − l) − m ]  d4 l (2γδ pγ − γδ lγγ )τ ρσ(γδ) (l, l + q) = ie2 (2π)4 l2 (l + q)2 [(p − l)2 − m2 ]  d4 l (2γδ pγ − γδ γε γγ lε )τ ρσ(γδ) (l, l + q) 2 = ie (2π)4 l2 (l + q)2 [(p − l)2 − m2 ] if we insert p = l and p = l + q in the graviton-photon vertex factor we end up needing integrals of the following type   d4 l d4 l 1, τ ρσ(γδ) (l, l + q), lε τ ρσ(γδ) (l, l + q) 1, lρ , lρσ , lερσ ∼ (6.35) (2π)4 l2 (l + q)2 [(p − l)2 − m2 ] (2π)4 l2 (l + q)2 [(p − l)2 − m2 ]



(or any combination of the indices) which can be found in appendix A. If we expand the vertex τ ρσ(γδ) (l, l + q)



=



 1 iκ P ρσ(γδ) (l · (l + q)) + η ρσ lδ (l + q)γ + η γδ l{σ (l + q)ρ} 2  − lδ (l + q){ρ η σ}γ − (l + q)γ l{ρ η σ}δ (6.36)



and insert it, we can divide the result into two separate pieces where the pieces are displayed as −iM = iM2γδ pγ − iMγδ γε γγ doing all the contractions and reducing the result yields the following iM2γδ pγ = −κe2



 q2



q2 1 1 (mη ρσ − p{ρ γ σ} )I + η ρσ (− J −



I) + m(2I ρσ + I {ρ q σ} ) + J {ρ γ σ} 2 2 2 2  2 q − I {ρ pσ} + I {ρ γ σ} − Iq {ρ pσ} (6.37) 2



iMγδ γε γγ =



 κe2  2 {ρ σ} q I γ + 4 I ρσ + 2 I {ρ q σ} + γ {ρ I σ} q 2



(6.38)



Following the arguments from section 6.3, we will simply state the result in terms of the form-factors ! 2 q α F1 (q 2 ) = 1 + a + cL + dS + · · · 4π m2 ! 2 q α a + c L + d S + · · · F2 (q 2 ) = 1 + 4π m2 ! α F3 (q 2 ) = a + c L + d S + · · · 4π normalized with F (q 2 = 0) = 1. The a’s are contributions from tree diagrams, ﬁrst order and higher order diagrams, however they are not interesting from our point of view since they constitute contributions from analytical terms. The diagram just calculated contributes to the non-analytic part. After insertion of the integrals from appendix A and having done all the contractions and reducing the result, we obtain the following form-factors ! 2 q 5 3 α 1 F1 (q 2 ) ≈ − L− L− S 4π m2 3 3 4 ! 1 α q2 2 F2 (q 2 ) ≈ L+ S 2 4π m 3 2    α 1 2 2 F3 (q ) ≈ − L− S 4π 3 4



We thus arrive at the ﬁnal result for this diagram         i 1 2 ρ σ 1 2 {ρ σ}λ 2 ρ σ 2 ρσ − F2 (q )P σ qλ + F3 (q ) q q − q η = −iM = iκ F1 (q )P P m 4m m with the form factors given above. It should be noted that this diagram has previously been calculated in the paper[41] and our results, speciﬁcally for this diagram (i.e. for the nonanalytical parts), are in complete agreement with theirs! However, they were set out to ﬁnd the quantum corrections to the Reissner-Nordstr¨om and Kerr-Newman metrics, whereas as our quest is to ﬁnd the leading corrections to the Newtonian and Coulomb potentials. If we choose to set m = m2 , and use the respective Fourier transformations for L = Log(q2 ) mπ 2 , we can ﬁnd the potential contribution to the Newtonian potential from the and S = √ 2 q 



full version of this diagram in the NRL



This has the potential contribution Ge22



V (r) =



m1   m 1 − m22 3 2 16πr 6π r



(6.39)



Taking into account all the symmetrical possibilities for this diagram, we can sum all the symmetrical diagrams by using



since there are two of each - we have a factor of two involved VGrav (r) = 2 × (V (e2 , m1 ) + V (e1 , m2 )) =G with a post-Newtonian contribution



2m 2m m2 e21 + m1 e22 e1 m21 + e2 m12 − 8πr 2 3π 2 r 3 1 r2



!



and a quantum contribution



(6.40)



1 r3



The 1PR photonic vertex corrections Lets now turn our attention to the two remaining 1PR vertex corrections to the Coulomb potential.



The



diagram



The diagram is depicted as l+q p (e2 m2 )



q −→



l



p



and contributes with the matrix element   iP  −iη  d4 l μν(δα) μνσρ αβ τ (q, q + l) u¯(p )τ σρ(β) (p, p , e)u(p) −iM = (2π)4 l2 (l + q)2



(6.41)



To do the calculation we will do as usual - pull out the external spinors and stop writing them, though remembering them when we use the Dirac equations. We will do the calculations for this diagram in more details than for the other diagrams. It will, more or less, shed some light on whats happening behind closed doors. If we do the contractions with the propagators, we can rewrite the matrix element to 



(δα)



d4 l τσρ (2π)4



−iM =



(q, q + l)τ σρ(α) (p, p , e) l2 (l + q)2



(6.42)



(δα)



Using the fact that τσρ η σρ = 0 and that this vertex is symmetric in its graviton indecis, we deduce a}(δα)   a(δα) (q, q + l) d4 l τ{α d4 l τα (q, q + l) iκe iκe γa γa −iM = − =− (6.43) 4 2 2 4 2 4 (2π) l (l + q) 2 (2π) l (l + q)2 Contracting the vertex in α yields ταa(δα) (q, q



 3iκ  aδ a δ (q · (q + l))η − q (q + l) + l) = 2



(6.44)



from which it can be seen immediately that the last part vanishes when contracting with the gamma matrix and successively using Dirac equation. We are then left with  iκe 3iκ d4 l (q · (q + l))γ δ −iM = − 2 2 (2π)4 l2 (l + q)2 3κ2 e δ 2 q2 (6.45) γ (q J − J) = 4 2 3κ2 e δ q 2 γ J = 4 2 Using J =



i [−2L] 32π 2



we end up with $ α  3 % κ = −iM = ie γ δ q 2 − L 4π 8



where κ2 = 32πG,



i κ2 32π 2



=



iG π



=



i ακ 2 4π



and ακ =



κ2 4π



To ﬁnd the potential contribution from this diagram we will need the full diagram



p



k (e1 m1 )



(e2 m2 ) p



k



Taking into account all of the topological possibilities for this diagram, we can sum them by using the potential contribution from the diagram just calculated V (r) =



3Ge1 e2 8π 2 r 3



(6.46)



and summing the possibilities



to obtain, since the result is symmetric in e1 e2 VQED1 (r) = 2 × (V (e1 , e2 ) + V (e2 , e1 )) 3Ge1 e2 = 2π 2 r 3



(6.47)



The Vacuum polarization diagram This diagram contributes to the correction of the vacuum. This is the only mixed vacuum polarization diagram to contribute to the potential and is depicted as l



(e1 m1 )



(e2 m2 ) l+q



In this diagram, the only part we need to look at is actually the loop part, which mathematically is merely a matter of tensor contractions, no gamma matrices are involved - thus making it a nice walk in the park. The formal expression of this diagram is     −iηαβ d4 l σρ(δα) iPμνρσ μν(β) −iM = τ (q, −l) (−l, q) τ (2π)4 l2 (l + q)2



which can be shown by direct contraction with the projection operator and the metric to be  −iM =



d4 l τ (2π)4



σρ(δα)



)



(q, −l)τσρ(α (−l, q) l2 (l + q)2



Doing all the tensor contractions yields " # −iM = (iκ)2 q 2 J δ − q δ qσ J σ − q  qρ J δρ + η δ (q 2 − q  q δ )Jμμ + η δ qμ qν J μν " q2 q2 q4 # = (iκ)2 q 2 J δ + q δ J  + q  J δ + η δ J 2 2 4   2 iκ 2 1 q 4 δ 2  δ 2 δ 2  δ q [q q (− L) − q η (− L)] + q q q L − η L =− 32π 2 3 6 2   2 2 4 q iκ q =− + q  q δ L − η δ L 2 32π 3 3   2 i κ 2 2 δ = q q η − qqδ L 3 32π 2



(6.48)



(6.49)



Hence we have the result for the loop   i κ2 2 2 δ  δ = q q η −q q L 3 32π 2



(6.50)



√ The spinors are approximated by ∼ 2m in the low energy limit as usual. Going to coordinate space with the full diagram gives us the potential contribution VVac (r) =



The



Ge1 e2 6π 2 r 3



(6.51)



diagram



The diagram is depicted as l+q



p p−l



q −→



l



p



This is also a 1PI part of a full 1PR Feynman diagram, which is needed to be evaluated in order to calculate the potential for the gravitational quantum corrections in physical processes. For this diagram we expect the most general Lorentz invariant tensor structure possible, namely the familiar QED[11].



The matrix element contribution from this diagram is       −iηαβ d4 l iPρσμν  β μν u¯(p ) τ DF (p − l)τ (p, p − l) u(p) − iM = [τ ρσ(δα) (q, l + q)] 4 2 2 (2π) (l + q) l   4  dl i (δα)  μν τ (p, p − l)τμν (q, l + q) u(p) = u¯(p ) ieγα 2 (2π)4 l (l + q)2 (( p− l) − m) Note that u¯(p ) and u(p) will always stay at the mostly right and mostly left in this case, hence we will traditionally not write them over and over again.    d4 l ( p− l) + m (δα) μν τ −iM = −e γ (p, p − l)τ (q, l + q) (6.52) α μν (2π)4 l2 (l + q)2 ((p − l)2 − m2 ) It can easily be shown that τ μν (p, p − l)τμν (δα) (q, l + q) = −



iκ μ γ (2p − l)ν τμν (δα) (q, l + q) 4



since τμν (δα) η μν = 0 and the fact that τμν (δα) is symmetric in μν - we deduce   (δα) μ ν  iκe d4 l γα ( p− l) + m γ (2p − l) τμν (q, l + q) −iM = 4 (2π)4 l2 (l + q)2 ((p − l)2 − m2 )



(6.53)



(6.54)



This expression is horrible to work out. The details for this calculation ﬁll tremendously many pages, so we will just manage with stating the result. It is possible to rewrite this matrix element to (with κ2 = −iM =



iκ2 ), 32π 2 m2



1 4 3 q6   −κ2 e  δ  1 2 2 1 4 3 q 6  − mq + q − γ q − L + S 4 2 2 8 m2 4 16 m2  1 3 2 1 q4 1 q4  δ 2 L − mq S + S + p − mq L + 2 4m 2 8m  1 3 q4 3 q4  1 )L + ( mq 2 − )S + pδ − ( mq 2 + 2 4m 2 8m  4 3 q 4  δ 1q 2 L − mq S + S +q 4m 16 m



(6.55)



or more conveniently in terms of from-factors ! &   1 q4 3 6  6  1 q4  q q 3 3 −κ2 e δ 2 2 2 2 δ mq + L− S L− m q + S +q − −iM = γ − 4 2 8 m2 16 m2 4m 16 m !'   q4  q4  i δγ 2 2 2 2 σ qγ L+ −m q − S − −m q − 2m 2 4 (6.56) Writing out the result to lowest order i q yields ( )   α  α 1   1 i 1 3 κ κ q2 − L − S + σ δγ qγ q2 L + S = −iM = ie γ δ 4π 16 8 2m 4π 8 8 (6.57)



where again κ2 = 32πG and



i κ2 32π 2 m2



=



ακ i 4π 2m2



thus ακ =



κ2 . 4π



The potential contribution from the full diagram
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k (e1 m1 )



(e2 m2 )



k



p



is calculated to be



 m 3  2 − (6.58) 8πr 2 16π 2 r 3 Taking into account all of the topological possibilities for this diagram we obtain by summing them, using V (r, e1 , e2 , m2 ) = Ge1 e2



Since the result is symmetric in e1 e2 VQED2 (r) = V (r, e1 , e2 , m2 ) + V (r, e1 , e2 , −m2 ) + V (r, e2 , e1 , m1 ) + V (r, e2 , e1 , −m1 ) (6.59) 3Ge1 e2 =− 2 3 4π r



6.5.3



The 1PI diagrams



The one particle irreducible diagrams that contribute to the S matrix are =



+



+



+



+



· · · (6.60)



These diagrams are the only 1PI (to lowest order in κ) diagrams that contribute with nonanalytic terms to the scattering matrix. The (ﬁrst two) diagrams will be calculated in the following sections, the last two and their topological equivalent partners are calculated in appendix H, i.e. four distinct box diagrams are accounted for. The circular loop diagram The correction to the potential from the simple loop diagram is calculated here. The scattering process is



k



k







p



+q



p







The amplitude for this diagram is  −iM =



  iη  iP     d4  δγ μνρσ  ρσ(δ)  μν(γ) u(p) − u ¯ (k u(k) u ¯ (p ) τ ) τ (2π)4 2 ( + q)2



(6.61)



Since the vertices are independent of the loop parameter, we can do the loop integration straight away (with J = a0 )      −iM = a0 u¯p τ(γ)μν up u¯k τ (γ)μν uk     " δ# " #  e1 e2 κ2 μν γλ γ{μ ν}λ   γ u γ u = a0 u ¯ η + η η η − η η u ¯ η 2η p p k λ k μν γδ γ{μ ν}δ 42   " # " # e1 e2 κ2 u¯p γ λ up u¯k γλ uk (8 + 4 − 2 − 10) = a0 16 =0



(6.62)



Thus the contribution to the potential from this diagram is zero, V = 0.



The triangular diagram The contribution to the potential from the triangular diagram is calculated here. The scattering process is



k



l+q



(e1 m1 ) x↓ k



p (e2 m2 )



l



p



with the matrix element       iη  iP  d4  δγ μνρσ  ρσ(δ)  μν  γ −iM = u ¯ (p ) τ ) τ (x, k )D (x)τ (k, x) u(k) u(p) − u ¯ (k F (2π)4 2 ( + q)2 (6.63)



where x can either be  + k or − − k depending on the direction of propagation for the fermion. I have chosen to work with downward propagation, i.e. − − k. After very long and tedious calculations, it is possible to reduce everything into the following expression −iM = −



 " #  " μ# " # i e1 e2 κ2     × γ u γ u



k u u ¯ Λ + u ¯ u ¯ u Λ u ¯ p μ p k k 1 p p k k 2 8 32π 2 m21



(6.64)



with  1 1 1 q4  1 q4  2 q + + S Λ1 = L − 5m21 + q 2 + 4 4 m21 8 8 m21  9 q2   5 q2  +S − Λ2 = L − 4m1 − 2 m1 8 m1



(6.65) (6.66)



Moreover, if we use the Gordon identities, see appendix C, we can rewrite this even more to extract the" spin-coupling term, i.e. if we use (remember that k/ = kμ γ μ is sandwiched in the # spinors u¯p k/ up )  1  i μν   1 i μν μ kμ γ → kμ P + σ qν = (k · P ) + σ kμ qν m2 2m2 m2 2m2 μ



(6.67)



for this special case (involving a momentum k/). Here we see that other than the exchange momentum qν , kμ is also coupled to the spin-component. An interesting point to note here is the dot product (k·P ) which can be rewritten by using the deﬁnitions (these are defined since no simple kinematical relation can be derived for this sort of products) k · p = W + m1 m2 and k · p = w + m1 m2 (see appendix B) 1 1 k · P = k · (p + p) = (W + w) + m1 m2 2 2



(6.68)



thus we can rewrite (6.67) to   W +w i μν kμ γ → m1 + + σ kμ qν 2m2 2m2 μ



(6.69)



to accentuate the spin coupling and simplify the expression as much as possible. However, to end the calculation, we merely have to go to the NRL in eq. (6.64). In the NRL we can use the usual approximations from appendix D " # " # " # " # u¯p γμ up = u¯p γ0 up + u¯p γi up ≈ u¯p γ0 up = 2m2 " # " # u¯k γμ uk ≈ u¯k γ0 uk = 2m1 " # u¯p k up ≈ 2m1 m2 Thus the full diagram contributes with i       m m e e κ2  e1 e2 κ2 i 2 1 2 1 2 m m m + m Λ 4m Λ + 4m Λ = − Λ 1 2 1 1 2 2 1 1 1 2 8 32π 2 m21 32π 2 m21 i (4m1 m2 )e1 e2 G  2 9 1  2 9 4 = m1 ( L) + q ( L + S) πm21 2 8 2 (6.70)



−iM = −



or rather



m2 e1 e2  2 9 1  2 9 −iM = iG m1 ( L) + q ( L + S) m1 π 2 8 2



(6.71)



up to second order in q. We won’t be needing second order terms, henceforth we will ignore them. Taking into account all of the topological possibilities for this diagram we can sum them all by using the potential contribution from the triangular diagram V (r, e1 , e2 ) = −



9Ge1 e2 16π 2 r 3



(6.72)



Since all the topological possibilities are



and since the result is symmetric in e1 e2 , we deduce VΔ (r) = V (r, e1 , e2 , m2 ) + V (r, e1 , e2 , −m2 ) + V (r, e2 , e1 , m1 ) + V (r, e2 , e1 , −m1 ) 9Ge1 e2 =− 2 3 4π r



(6.73)



The box and crossed box diagrams If we attempt to do naive power counting in the box diagrams we run in to trouble. The diagrams seem to behave badly, since they expand in powers of Gm2 (for graviton-matter diagrams) rather than Gq 2 (for pure graviton diagrams). In perturbation theory such terms will be a disaster as m2 can be very large for classical objects (like stars). If we reinsert 2 . Luckily cancellations occur with the crossed the factors of  and c we get the relation Gm c box diagrams, and at least at one loop level, we need not to worry about the breakdown of our energy expansion. This has been shown explicitly in [47]. We now continue with our analysis and work out the box diagrams. We have used standard quantum ﬁeld theoretical methods to calculate the box  and crossed box  diagrams. A preliminary version (we simpliﬁed some pretty diﬃcult integrals, involving two massive propagators and two massless) of their calculation can be found in appendix H. Nevertheless the integrals were solved (in two ways, one way was to solve the full matrix, the other was to solve a more simpliﬁed matrix with W = w = 0, hence omitting their contributions) and the calculations made. We will only give the result for the potentials here. The last diagrams to contribute to the non-relativistic potential are



the sum of their potential yields the contribution V (r)(2+) = −



˜ ˜ 3 e˜1 e˜2 αG 7 e˜1 e˜2 (m1 + m2 )αG + 3 3 2 2 16 πc r 16 cr



(6.74)



analytically these results look very promising. We have already reinserted the physical factors of (, c) in contrast to the other results. A discussion of the results will follow up in the next section. It is quite noteworthy to observe that even though we omitted the W and w contributions in the integrals, these calculations still posed tremendous amount of diﬃculties in comparison with the lot of the diagrams. In fact in the non-simpliﬁed calculations we have an immense amount of terms that have to be accounted for (by commutation and reduction), indeed a computer algebraic program would be an indispensable tool, if such a task should be taken.



6.6



The corrections to the Newtonian and Coulomb potential



Summing up all the contributions we have calculated so far, we obtain Vintermediate = VTreeGrav + VTreeQED + VGrav + VQED1 + VVac + VQED2 + V + VΔ ! 2m 2m Gm1 m2 e1 e2 m2 e21 + m1 e22 e1 m21 + e2 m12 =− − + +G r 4πr 8πr 2 3π 2 r 3 9Ge1 e2 3Ge1 e2 Ge1 e2 3Ge1 e2 + 2 3 − +0− 2 3 2 3 2π r 6π r 4π r 4π 2 r 3 ! 2m 2m m2 e21 + m1 e22 e1 m21 + e2 m12 Gm1 m2 e1 e2 4 Ge1 e2 + +G =− − − r 4πr 8πr 2 3π 2 r 3 3 π2r3 +



(6.75)



In order to be able to compare with [46] we will rewrite our result in the same way as done in [46]. In order to do so we include the appropriate physical factors of  and c and rescale e1 e2 c = 137 . We arrive at everything in terms of α ˜ = 4π 0 ˜ e˜1 e˜2 Gm1 m2 α + r r   ˜ 1 2 2 Gα m2 e˜1 + m1 e˜2 2 2 + 2 cr  16 Gα˜ ˜  m2 ˜ e1 e˜2 4 Gα 2 2 m1 e − − + e 1 2 3 πc3 r 3 m1 m2 3 πr 3



Vintermediate = −



(6.76)



where the charges e˜1 and e˜2 are the normalized units of the elementary charge. This result is an intermediate result. In order to obtain the full non-relativistic 1-loop correction to the potentials, we will have to include the box diagrams. The  +  results are (from appendix H) ˜ ˜ 3 e˜1 e˜2 αG 7 e˜1 e˜2 (m1 + m2 )αG V (r)(2+) = − + (6.77) 3 3 2 2 16 πc r 16 cr



It is quite amazing to see that exactly those potential parts, which were missing or were a little diﬀerent in comparison with [46] - calculated in this thesis, are exactly analytically generated by these four diagrams. Another thing to note is the following. Even though we lack some diagrams in comparison with [46] (diagrams that cannot be composed in our theory), and that the similar diagrams calculated here actually do not contribute with similar potentials as in [46]. We see from the full potential Gm1 m2 α˜ ˜ e1 e˜2 + r r  ˜  ˜ 7 e˜1 e˜2 (m1 + m2 )αG 1 2 2 Gα m2 e˜1 + m1 e˜2 2 2 + + 2 2 2 cr 16 c r  ˜  m2 m 4 Gα 16 3 Gα˜ ˜ e1 e˜2 2 2 1 − + e e − ( + ) 1 2 3 πc3 r 3 m1 m2 3 16 πr 3



Vpre−full = −



(6.78)



that it has exactly the expected form other than the two coeﬃcients ([46] gets a = 3, d = −8). These are diﬀerent since we omitted the w, W contributions in the the box calculations. It is very reassuring to see that we are on the right track. The calculations have resulted in quite diﬀerent types of terms in the potential. The ﬁrst two terms represent the lowest order interaction of the two sources, and are of course the well known Newtonian and Coulomb potentials. These came from the tree diagrams, which represent classical physics in quantum ﬁeld theory. These terms will be the dominating ones at suﬃciently low energies. The third and fourth terms are the classical post-Newtonian correction to the potential, they represent the leading post-Newtonian correction. The last two terms are the most interesting ones, from a quantum point of view. The third and fourth terms are also present in general relativity when charged particles are included see e.g. [42]. Here the authors ﬁnd exactly the same leading post-Newtonian correction from classical considerations, as we have derived for massive fermions through the combined quantum ﬁeld theory of gravity and QED. An interesting fact about the third term is that it is coordinate invariant, and that the Feynman diagram it is derived from (it originates from the gravitational vertex corrections) generates corrections to the classical metric[41]. Perhaps it may be more proﬁtable to consider the 1-loop corrections to the classical metric, rather than to a non-relativistic potential. Indeed this is the case and it has been studied in [43]. This is an interesting issue, because as shown in [15] the classical post-Newtonian potential is not invariant under a speciﬁc type coordinate transformation involving the gravitational constant G   G(m1 + m2 ) r →r 1+α (6.79) r which changes the coeﬃcient of the post-Newtonian term of the potential. This ambiguity generalizes to the quantum part of the potential, the coordinate transformation   G (6.80) r →r 1+β 2 r also changes the coeﬃcient for the quantum term in the potential. But the authors of [44] have maneged to argue that under the “classical” coordinate change, the change acquires a speciﬁc form and are canceled among the eﬀects of other classical terms in their Hamiltonian formulation. Likewise for the “quantum” coordinate change. Thus the aﬀect of change in



the potential for physical observables are canceled by the terms generated by the coordinate transformations. Hence at 1-loop order the quantum potential is a well deﬁned quantity. Let us turn our attention to the last two terms of the correction to the potentials. Representing the leading 1-loop quantum corrections to the mixed theory of QED and general relativity, these corrections are undetectably minute. As a matter of fact, in SI units G ∼ 10−70 meter 2 c3 it becomes obvious what scale is in order. It is interesting to note the quantum correction is split up in two separate pieces. In one of them the two charges are multiplied together and in the other they are squared and separated, this is due to the diﬀerence in the particles as we have assumed. If we had identical particles the two diﬀerent terms would have been exactly the same. If we did work with identical particles, we furthermore had to take more Feynman diagrams into account, appropriate diagrams with crossed particle lines would also have been calculated. A similar calculation has been made by N. E. J. Bjerrum-Bohr [46] with the mixed theory of scalar QED and general relativity, which gives a solid foundation to do comparisons with. In this paper, the background ﬁeld method has been applied to quantize the gravitational ﬁeld, and the deﬁnition of the potential that has been used is identical to ours. When comparing, we observe that other than the diﬀerent numerical terms, our results are in impressive match with his. We must conclude that the intermediate and the preliminary full result for the total scattering matrix potential seem intriguingly promising (and we expect the box and crossed box diagrams, when completed with the (w, W ) contributions, to ﬁx the numerical diﬀerence). Some of the contributions will dominate over others if one of the masses or charges were either very large or very high respectively. If the scattered masses or charges were much larger than the other, the terms with separated charges would correspond to the dominating terms. In such a scenario the gravitational vertex corrections would generate the dominating leading contribution to the potential. For a very high charge for one of the particles, the probing particle would feel mostly the gravitational eﬀects coming from the electromagnetic ﬁeld surrounding it. We could make numerical estimates about what types of magnitudes are in order. First we note that (in SI-units) cG2 ∼ 10−28 meter and G ∼ 10−70 meter, from which we already kg c3 can see that especially the quantum corrections are extremely feeble. For a particle with very large mass, M* ∼ 1030 kg, and a very low charge, e˜1 ∼ 0 (essentially the sun), and an electron having the mass Me ∼ 10−31 kg and charge e˜2 ∼ 1, these eﬀects are maybe testable - experimentally. In fact the Newton term becomes GMr m ∼ 10−10 J·meter whereas r M e˜2



3



and last but not the quantum portion is approximately of order Gα ˜ mc3 r23 ∼ 10−37 J·meter r3 e2˜α ˜



the least the classical contribution reads the order GM c22r2 ∼ 10−25 J·meter . From the ratio r between the post-Newtonian eﬀects and the quantum eﬀects, it is perhaps possible from such an experimental setup to, minutely, verify the quantum corrections, since the ratio is fairly larger than otherwise seen in quantum gravity. However experimental veriﬁcations of general relativity in the framework of eﬀective ﬁeld theories may be a diﬃcult task. This is mainly due to the normally very large classical expectations of the theory. Any quantum eﬀect in powers of G will become neglectable compared to G alone. Hence in measurements where classical expectations are involved it will be extremely diﬃcult to extract quantum eﬀects. One way to avoid this obstacle is to magnify a speciﬁc quantum eﬀect. This could occur in situations where the quantum eﬀects were largely eﬀected by the energy scale in contrast to the classical eﬀects, which were independent of the energy scale. This could



be observed when very large interaction energies are involved. If a certain classical eﬀect was zero (null classical eﬀect), then only the quantum eﬀects would contribute. Possible experimental realms of this kind would be e.g. around cosmic strings, see e.g. [16] for an introduction to cosmic strings.



Chapter 7 Discussion and conclusion Up until today, general relativity has enjoyed tremendous success and many classical results have been derived. However general relativity as a quantum theory (QG) has another story to tell. General relativity has more or less always been attempted to be considered in the framework of ordinary quantum ﬁeld theories. Due to the mass dimension of its coupling constant it has been classiﬁed as a non-renormalizable theory, consequently a quantum ﬁeld theory for general relativity is believed to be an inconsistent theory. Diﬀerent attempts to quantize it consistently have failed, and the dream of unifying gravity with the other three forces of nature has been pushed further away. However, by looking at general relativity in the framework of eﬀective ﬁeld theories, a diﬀerent picture emerges. The question of renormalizability simply fails to become an issue, since this theory can explicitly be renormalized at any given loop order[30]. Perhaps the criteria for theories to be renormalizable has always been superﬂuous, which we maybe should already have realized when we knew that gravity, being a fundamental theory as it is, was non-renormalizable. In this thesis, we have derived, for the combined theory of general relativity and QED, the quantum and post-Newtonian long range corrections for the gravitational attraction. Our results are quite important, as we have directly observed that it indeed is possible to extract information about quantum gravity, although when in the framework of eﬀective ﬁeld theory. Speciﬁcally, we obtained a unique signature of the quantum nature of gravity, namely as quantum corrections to the scattering matrix potential. We should note that our 1-loop treatment did not include all the existing 1-loop diagrams, but a subset of them, which were the ones contributing with non-analytical terms. We could have included other 1-loop diagrams, e.g. tadpoles or diagrams with a loop on one of their external legs. However it is not very diﬃcult to dismiss these diagrams as contributors to the long-range corrections to the potential. It can be shown that tadpoles do not contribute non-analytically, nor do the diagrams with loops on the external legs or diagrams with two massive and a single massless propagators for that matter. These diagrams are indeed 1loop diagrams but are uninteresting from our point of view, since they only contribute with analytical eﬀects, they have no contribution to the long-range corrections at all. EFT is a good framework for dealing with diﬀerent energy scales within a quantum theory. As we have seen, EFT is useful when working with a non-renormalizable theory, it allows us to separate the low- and high-energy eﬀects and to repair the non-renormalizability, enabling us to make trustworthy predictions. In the framework of EFT’s, it seems that quantum mechanics and quantum general relativity are uniﬁed over vast energy scales, from the lowenergies (accessible in the laboratories) up to the Planck-scale, where the energy expansion 95



breaks down. It is thus possible to create a consistent quantum description all the way up to or close to the Planck scale. Treating general relativity in the framework of EFT’s works very well in the low energy limit, but may create problems in the extreme low-energy limit as well as the high energy limit. Eﬀective quantum gravity must not be considered to be the ﬁnal fundamental theory for quantum gravity. The eﬀective ﬁeld theory approach is only valid at suﬃciently low energies, below order of magnitudes the Planck scale ∼ 1019 GeV , and at long distances. Near the Planck scale the expansion in the curvature terms break down, and perhaps new physics has to appear, e.g. the popular M-theory. However below these scales, the EFT approach presents a useful way to handle problems of quantum gravity. In contrast to the EFT approach of gravity, it seems that the Standard model may be less fundamental, which is expected to have a limiting scale around ∼ 1 T eV = 103 GeV . It seems that the eﬀective ﬁeld theoretical approach is good for all energies presently dealt with in high energy physics. In the extreme low-energy limit we run into other problems. The problem revolves around singularities, i.e. points in space-time with curvatures that will break down the EFT. This problem originates from the singularity theorems of Hawking and Penrose [45] stating that a matter distribution evolved in space-time by the Einstein action almost always has a true singularity in either the past or future, hence there will at least be one location in the distant past or future where the curvature becomes singular. The formalism will still work in well-behaved local areas of space-time, but it will not be extendable to all space-time coordinates of the universe. Apparently we cannot integrate out our path integrals over all regions of space and time, we are limited to low-curvature regions of space that are wellbehaved. However the singularity may not pose any problem, the singularity could perhaps be smoothed out in the full high energy theory. The fact that the low energy theory evolves into a state where it is no longer valid is unusual. Again, for very long wavelengths (extreme low energies), the existence of a horizon around black holes may also create problems. The horizon itself is not the problem, the curvature can be very small at the horizon so that eﬀective ﬁeld theory would be applicable locally. However, problems associated with the horizon could possible arise as λ → ∞ since regions at spatially inﬁnity would be inaccessible to processes inside the horizon. These are problems that need to be dealt with. Nevertheless, gravity in the framework of EFT is still able to produce results - quantum results which in itself is a great achievement. We have also seen that general relativity, in its vierbein formulation can be quantized covariantly, and in the presence of integer spin or when matter is absent, the formulation is equivalent to the metric approach. The coordinate gauge invariance and the Lorentz invariance were both broken, the former by adding the harmonic gauge breaking term (involving only the symmetric part of the quantized vierbein ﬁelds), whereas the latter was broken by adding algebraic gauge breaking terms involving only the antisymmetric ﬁelds. Their corresponding ghosts did not play any essential role in our calculations, other than that the ghost stemming from the symmetric vierbein Lagrangian together with coordinate (vector) ghost were in fact equivalent to the metric theory, they were never external so there was no need to ﬁnd their vertex rules. The antisymmetric vierbein ﬁeld and its (antisymmetric tensor) ghost never were able to propagate and were shown to cancel each other[2], as they should since the theory should also be able to be described without these variables. However when fermions are included,



the antisymmetric ﬁelds become coupled to them, and new vertices with antisymmetric ﬁelds appear. These contributions will have to be taken into account if higher order corrections are wanted (for at least ∼ κ3 or higher).



7.1



Outlook



There are other results that have been calculated, both for fermions and bosons. In [43] the authors ﬁnd an interesting result, identical both for fermions as well as for bosons. They examine the corrections to the lowest order gravitational interactions of massless particles arising from gravitational radiative corrections. From the masslessness of the graviton, implying the presence of non-analytic terms in the form-factors of their energy-momentum tensor, they obtained long ranged modiﬁcations of the metric tensor gμν (both for the Schwarschild and Kerr metrics). The modiﬁcation consisted of both the post-Newtonian correction as discussed earlier, and a quantum mechanical part. They furthermore used these results to deﬁne a running coupling gravitational charge. Using the set of 1PR diagrams, they obtained a potential - but not from a real scattering matrix potential (due to the limited set of diagrams, e.g. box and triangle diagrams were omitted) - from which they deduced (these diagrams (1PR) are also used to ﬁnd the running couplings for QED and QCD)   167 G G(r) = G 1 − (7.1) 30π r 2 which is quite an interesting result. One can see that it is independent of the masses of the involved objects as well as the spins if these are involved. If we probe the source at large distances, the gravitational ﬁeld will occur point like, while when probed at small distances it will seem smeared out. At short distances the gravitational running will be weaker, this can be seen as a sort of gravitational screening. In the future it would be worthwhile to complete the commenced box calculations in this thesis. We need to do the box and crossed boxed diagrams calculations by including the omitted (w, W ) contributions in order to obtain a more complete scattering matrix potential. For future work, another project could be to work out the pure 1-loop gravitational corrections. To do that we will need the 2-graviton-2-fermion vertex. We have worked out this vertex as can be seen in appendix F. The total potential for the case of bosons is already accessible. Logically we expect the potential derived from fermions to be equally identical. The result for the bosonic case has been worked in [44] and is believed to be   41 G Gm1 m2 Gm1 + m2 + V (r) = − (7.2) 1+3 r r 10π r 2 This potential has been attempted to be calculated in several events, however there has never been any agreement in a ﬁnal result by the diﬀerent people who have calculated it see e.g. [41, 30, 13] to mention a few. It is believed that this result is the correct result due to involvement of computer algebraic programs, and careful checks. However, to do such a calculation with fermions instead of bosons would indeed require patience, since the vertex rules are much more complicated than in the bosonic case, and the extra dimension of fermionic freedom makes the rearrangements in the calculations immensely more tedious to do (as already demonstrated in our preliminary box calculations).



Appendix A The required integrals A.1 A.1.1



The needed integrals The needed integrals for the calculation of the diagrams







# 1 d4 l i " = − 2L + . . . 4 2 2 2 (2π) l (l + q) 32π   4 lμ dl i  Jμ = q = L + ... μ (2π)4 l2 (l + q)2 32π 2    2   1  lμ lν d4 l i 2 Jμν = = qμ qν − L − q ημν − L + . . . (2π)4 l2 (l + q)2 32π 2 3 6 J=



and 



" # i 1 d4 l − L − S + ... = (2π)4 l2 (l + q)2 ((l + k)2 − m2 ) 32π 2 m2  lμ d4 l Iμ = 4 2 2 (2π) l (l + q) ((l + k)2 − m2 )      1 q2  1 i 1 q2 + ... S + qμ L + S kμ −1− = L− 32π 2m2 2 m2 4 m2 2  lμ lν d4 l Iμν = 4 2 2 (2π) l (l + q) ((l + k)2 − m2 )      1 q2 3 1 q2 i L− S qμ qν − L − S + kμ kν − = 32π 2m2 8 2 m2 8 m2    1   1 1 q2   3 q2 1  2 S + q ημν L + S + . . . + qμ kν + qν kμ L+ + 2 2 m2 16 m2 4 8 I=
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lμ lν lα d4 l 4 2 2 (2π) l (l + q) ((l + k)2 − m2 )         1 1 q2  5 i 5 q2 − − S qμ qν qα L + S + qμ qν kα + qμ qα kν + qν qα kμ = L− 32π 2 m2 16 3 2 m2 32 m2      1 q2  1 q2 1 q2 L+ S + kμ kν kα − L + qμ kν kα + qν kμ kα + qα kμ kν 3 m2 16 m2 6 m2   1 2    1 2  1 2  q L + ημν qα + ημα qν + ηνα qμ − q L − q S + . . . + ημν kα + ημα kν + ηνα kμ 12 6 16 (A.1) Iμνα =



In these integrals only the lowest order non-analytic terms have been presented. The ellipses denote higher order non-analytical terms as well as the neglected analytical terms. Note the useful relations and constraints for the non-analytical terms on the mass-shell 2



L = ln(−q 2 ) k  · q = p · q = − q2 2 π2 m S=√ k · q = p · q = q2 2 −q



k 2 = m21 = k 2 p2 = m22 = p2



(A.2)



q = k − k  = p − p



These mass-shell constraints help reduce the calculations, and can be used to derive the algebraic expressions for the non-analytic parts of the integrals. 1 In the mass-shell condition l2 (l+q)2 [(l+k) 2 −m2 ] for k and 1 things “turn around” when k → −p



1 l2 (l+q)2 [(l−p)2 −m22 ]



for p that means that



Iμνα η μν = Iμν η μν = Jμν η μν = 0 q2 Iμνα q = − Iμν , 2 α



q2 Iμν q = − Iμ , 2 1 Iμνα k α = Jμν , 2 ν



1 Iμνα pα = − Jμν , 2 Jμν pν =



q2 Iμ q = − I 2 1 Iμν k ν = Jμ , 2



q2 Jμν q = − Jμ , 2 1 Iμ k μ = J 2



1 Iμν pν = − Jμ , 2



1 Iμ pμ = − J 2



μ



p2 Jμ 2



Jμ pμ =



ν



p2 J 2



q2 Jμ q = − J 2 μ



Appendix B The required integrals needed to do the box and crossed box diagrams B.1



Integrals done using the “Reduction” method



Apparently all the integrals can be worked out using the reduction method, by just knowing the lowest order results. One simply needs to solve a number of equations wrt. its number of unknowns, emerging from the number of conditions from contractions. The kinematics are (on the mass shell) q2 2 q2 k · k  = m21 − 2 1 ( + k)2 →  · k → (K → I2 ) 2 k · q = p · q =



k · q = p · q = − p · p = m22 −



q2 2



q2 2



1 ( − p)2 →  · p → − (K → I1 ) 2 2 q ( + q)2 →  · q → − (X μν → X μ ) 2 where the last line is a short-hand way of writing how integrals can be reduced. Assuming that we are working with box diagrams, we will have four propagators involved in the calculations (K-integrals). On the mass shell we will have identities like 1  · q = (( + q)2 − q 2 − 2 ) 2 1  · k = (( + k)2 − m21 − 2 ) 2 1  · p = − (( − p)2 − m22 − 2 ) 2 so  d4  ( · q)ν μν qμ K = (2π)4 2 ( + q)2 [( + k)2 − m21 ][( − p)2 − m22 ]  q2 d4  q2 ν ν →− = − K 2 (2π)4 2 ( + q)2 [( + k)2 − m21 ][( − p)2 − m22 ] 2 101



(B.1) (B.2) (B.3)



(B.4) (B.5)
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since the terms with ( + q)2 and 2 simply do not contribute with non-analytical results. A perhaps more signiﬁcant reduction of the integrals is with contraction of the sources momenta  d4  ( · k)ν μν (B.6) kμ K = (2π)4 2 ( + q)2 [( + k)2 − m21 ][( − p)2 − m22 ]  1 ν d4  1 ν → = I (B.7) 2 2 (2π)4 2 ( + q)2 [( − p)2 − m2 ] 2 2 or in similar manner pμ K







μν



d4  ( · p)ν (2π)4 2 ( + q)2 [( + k)2 − m21 ][( − p)2 − m22 ]  1 d4  1 ν →− = I1ν 2 4 2 2 2 2 (2π)  ( + q) [( + k) − m1 ] 2 =



(B.8) (B.9)



where the subscripts 1 and 2 on the I’s are to indicate that the propagators left in the integrals are either from the particle with mass m1 or mass m2 .



B.1.1



The J’s



Here all the two propagator integrals, we will just explore a couple of integrals here to show how the reduction method works. After “proving” that it reproduces the same results as standard integration techniques (at least showing here that it really works for the J-type integrals, they also work on the I-type integrals), we will apply this method on the integrals needed to compute the box and crossed box diagrams. J - Doing the integral The ﬁrst integral encountered is solved by hand  i 1 d4  = [−2L] = a0 J= 4 2 2 (2π)  ( + q) 32π 2 The second derived from ﬁrst The next can be written out as a linear combination ( of its momenta constituents) of the previous  Jμ =



d4  μ = qμ b0 4 2 (2π)  ( + q)2



with contraction conditions (lhs and rhs): qμ J μ = −



q2 q2 J = − a0 = q 2 b0 2 2



therefore we get 1 b0 = − a0 = L 2 which yields an identical result to the explicitly calculated integral Jμ =



i [qμ L] 32π 2



The last of the J-type integrals Is also written as a linear combination of the previous  μ ν d4  = qμ qν c0 + q 2 ημν d0 Jμν = 4 2 2 (2π)  ( + q) with contraction conditions (lhs and rhs): q4 q4 J = a0 = q 4 (c0 + d0 ) 4 4 = 0 = q 2 (c0 + 4d0 )



qμ qν J μν = ημν J μν therefore we get



1 2 c0 = a0 = − L 3 3 1 1 d 0 = − c0 = L 4 6 which again yields an identical result to the explicitly calculated integral Jμν =



i 2 1 (qμ qν [− L] + q 2 ημν [ L]) 2 32π 3 6



These results perfectly reproduce the results when done strictly by brute force integration. We will know apply this method on the integrals occurring in the box diagrams.



B.1.2



The K’s



The ﬁrst one is K  K=



i 1 d4  = 2 2 4 2 2 2 2 2 (2π)  ( + q) [( + k) − m1 ][( − p) − m2 ] 16π m1 m2 q 2



where w = k · p − m1 m2



 1−



w 3m1m2



 L
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Kμ We want to ﬁnd K μ , which can be written as a linear combination of its momenta  μ d4  μ = αq μ + βk μ + γpμ K = (2π)4 2 ( + q)2 [( + k)2 − m21 ][( − p)2 − m22 ] Using its contraction conditions we can ﬁnd the three unknowns and obtain the full integral: q2 q2 q2 2 qμ K = − K = αq + β − γ 2 2 2 2 1 q pμ K μ = − I1 = α(− ) + β(p · k) + γm22 2 2 2 1 q kμ K μ = I2 = α + βm21 + γ(p · k) 2 2 μ



Thus we have to solve these three equations in order to ﬁnd the three unknowns. The unknowns become



(iL + iS) w − (iLw) − iSw − iLm1 2 − iSm1 2 − (i (L + S)) + + 256π 2 wm1 2 1024π 2m1 2 m2 4 512π 2 m1 3 m2 3 3iLw 2 + 3iSw 2 + 12iLwm1 2 + 12iSwm12 + 32iLw 2 m1 2 − 12iLm1 4 − 12iSm1 4 + 3072π 2wm1 4 m2 2 − (iLw) − iSw − 4iLm1 2 − 4iSm1 2 − 16iLwm1 2 (B.10) + 512π 2 wm1 3 m2 i (L + S) (w 2 m1 − w 2 m2 − 2wm1 2 m2 + 2wm1 m2 2 + 4m1 3 m2 2 + 4m1 2 m2 3 ) β= 512π 2 wm1 4 m2 3 i (L + S) (w 2 m1 − w 2 m2 − 2wm1 2 m2 + 2wm1 m2 2 − 4m1 3 m2 2 − 4m1 2 m2 3 ) γ= 512π 2wm1 3 m2 4



α=



B.1.3



The K ’s



The second type integral for boxes K 



K =







i 1 d4  = 2 2 4 2 2 2  2 2 (2π)  ( + q) [( + k) − m1 ][( + p ) − m2 ] 16π m1 m2 q 2







W −1 + 3m1 m2



where W = k · p − m1 m2 K μ We want to ﬁnd K μ , which can be written as a linear combination of its momenta



 L



K



μ



 =



μ d4  = αq μ + βk μ + γpμ (2π)4 2 ( + q)2 [( + k)2 − m21 ][( + p )2 − m22 ]



Using its contraction conditions we can ﬁnd the three unknowns and obtain the full integral:



q2  q2 q2 K = αq 2 + β + γ 2 2 2 1 q2 = I1 = α + β(p · k) + γm22 2 2 1 q2 = I2 = α + βm21 + γ(p · k) 2 2



qμ K μ = − pμ K μ kμ K μ



Thus we again have to solve these three equations in order to ﬁnd the three unknowns (iL + iS) W − (iLW ) − iSW + iLm1 2 + iSm1 2 i (L + S) − + 256π 2 W m1 2 1024π 2m1 2 m2 4 512π 2m1 3 m2 3 2 2 iLW + iSW − 4iLm1 − 4iSm1 + 16iLW m1 2 + 512π 2W m1 3 m2 −3iLW 2 − 3iSW 2 + 12iLW m1 2 + 12iSW m1 2 − 32iLW 2 m1 2 + 12iLm1 4 + 12iSm1 4 + 3072π 2W m1 4 m2 2 i (L + S) (W 2 m1 + W 2 m2 − 2W m1 2 m2 − 2W m1 m2 2 + 4m1 3 m2 2 − 4m1 2 m2 3 ) β= 512π 2W m1 4 m2 3 i (L + S) (W 2 m1 + W 2 m2 − 2W m1 2 m2 − 2W m1 m2 2 − 4m1 3 m2 2 + 4m1 2 m2 3 ) γ= 512π 2W m1 3 m2 4 (B.11)



α=



K μν Of the primed two-indexed K integral only K μν will be considered here, the other can be found in a similar manner (as we have done!)  μ ν d4  μν K = (2π)4 2 ( + q)2 [( + k)2 − m21 ][( − p)2 − m22 ] again this can be written as a linear combination of its momenta     Kμν = qμ qν a4 + kμ kν b4 + pμ pν c4 + q{μ kν} d4 + q{μ pν} e4 + + p{μ kν} f4 + ημν q 2 g4 Using its contraction conditions we can ﬁnd the three unknowns and obtain the full integral:



q4 K 4 q2 = − I2 2



qμ qν K μν = q{μ kν} K μν



ημν K μν = 0 1 pμ pν K μν = − pμ I1μ 2 q2 q{μ pν} K μν = I1 2



1 kμ kν K μν = kμ I2μ 2 1 k{μ pν} K μν = − J 2
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where the 1 and 2 in the I’s are to indicate the mass in the integrals and its respective momenta ( 1 indicates k and 2 indicates p ).   q4     1 1  q4  d4 + e4 − f4 − g4 − h4 + i4 + q 4 q 2 j + p2 k + k 2 l qμ qν K μν = q 4 a4 + b4 + c4 + 4 4 2 4  q2      q4 a4 + k 4 b4 + (k · p)2 c4 + k 2 d4 + k 2 e4 + (k · p)f4 + (k · p)g4 + (k · p)k 2 h4 + i4 kμ kν K μν = 4  2  2 2 2 2 2 +k q q j+p k+k l  q4  q2     a4 + (k · p)2 b4 + p4 c4 − pμ pν K μν = (k · p)d4 + (k · p)e4 + p2 f4 + p2 g4 + (k · p)p2 h4 + i4 4 2  + p2 q 2 q 2 j + p2 k + k 2 l    q2  2 q2 q2  q2  q a4 + k 2 b4 − (k · p)c4 + q 2 k 2 d4 + e4 + (k · p)f4 − g4 + − k 2 h4 + (k · p)i4 qμ kν K μν = 2 4 4 2  q4  2 + q j + p2 k + k 2 l 2   q2  q2   2 q q2 qν kμ K μν = q 2 a4 + k 2 b4 − (k · p)c4 + q 2 d4 + k 2 e4 − f4 + (k · p)g4 + (k · p)h4 − k 2 i4 2 4 4 2  q4  2 + q j + p2 k + k 2 l 2   q2  q2 q2  μν 2 2 2 2 qμ pν K = − q a4 + (k · p)b4 + p c4 + q (k · p)d4 − e4 + p f4 + g4 2 4 4   q4  q2  + − (k · p)h4 + p2 i4 − q 2 j + p2 k + k 2 l 2 2   q2  q2  q2 μν 2 2 2 2 qν pμ K = − q a4 + (k · p)b4 + p c4 + q − d4 + (k · p)e4 + f4 + p g4 2 4 4  q4   q2  2 + p h4 + −(k · p)i4 − q 2 j + p2 k + k 2 l 2 2  q2    q4 μν 2 2 2 2 − k d4 + (k · p)e4 − (k · p)f4 + p g4 pμ kν K = − a4 + (k · p)k b4 + (k · p) c4 + 4 2     + k 2 p2 h4 + (k · p)2 i4 + (k · p)q 2 j + k + l  q4  q2   kμ pν K μν = − a4 + (k · p)k 2 b4 + (k · p)2 c4 + (k · p)d4 − k 2 e4 + p2 f4 − (k · p)g4 4 2     + (k · p)2 h4 + k 2 p2 i4 + (k · p)q 2 j + k + l  q2        d4 + e4 − f4 − g4 + (k · p) h4 + i4 + 4q 2 q 2 j + p2 k + k 2 l ημν K μν = q 2 a4 + k 2 b4 + p2 c4 + 2 Now we have to solve these equations in order to ﬁnd the all the unknowns. The results are too (in-fact extremely) long and cumbersome to print out explicitly, here in latex. The results need to somehow, be simpliﬁed, which is not an easy task with such a comprehensive algebraical tedious result. The integrals found in this way are directly used in the box and crossed box calculations. In principle, one could have used that the dot-product k · p = w + m1 m2 ≈ m1 m2 in the NRL. The integrals would be simpliﬁed, however, Mathematica still has trouble reducing the matrix. Nevertheless we have done this and used these results in the box calculations instead. However, that was an unfortunate idea, since there exists the simple relation k · (p − p) =



2



k · q = W − w = − q2 which shows the relation between W − w. This relation is of order q 2 and should have been used in the calculations. Our spirit is to redo these box and crossed box calculations taking into account exactly this relation. (This is apparently the reason for the small divergence in the numerically results from the box and crossed box in the ﬁrst place - the integrals were simpliﬁed!). We will still give an account for the calculation of the box and crossed box integrals, since only the integrals have to be substituted out with the full integrals, the intermediate results for the calculations should be very promising.



Appendix C The Gordon identities C.1



The Gordon identities



Here the Gordon identities will be proved. I mention it in plural due to the fact that i use two slightly diﬀerent identities, but they are the same! If we use the relations (in the notation of [11]):



γ {μ γ ν} = 2η μν γ [μ γ ν] = −2iσ μν 1 P μ = (p + p)μ 2 q μ = (p − p)μ One easily gets the identities :



Gordon main Formally it is:



    1 μ i μν μ  u(p ) γ u(p) = u(p ) P + σ qν u(p) m 2m 



Proof:



The statement: 



      0 = u(p ) γ p − m + p − m γ μ u(p) 



μ
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is trivial and true, and is the same as:       μ  μ  μ  u(p ) γ p+ p γ u(p) = u(p ) 2m γ u(p) Noting that:







μ ν



γ γ pν +



pν γ ν γ μ



   1 {μ ν} 1 [μ ν] 1 {μ ν} 1 [μ ν]  = γ γ + γ γ pν + γ γ + γ γ pν 2 2 2 2     = pμ − iσ μν pν + pμ − iσ νμ pν = 2P μ + iσ μν qν



we straightaway obtain:       1  μ  μ μν u(p ) γ u(p) = u(p ) 2P + iσ qν u(p) 2m



ignoring the external fermions: γμ =



1 μ i μν P + σ qν m 2m



qed Gordon extended Formally it is:     2 μ ν i {μ ν}λ {μ ν}  u(p ) γ P u(p) = u(p ) P P + P σ qλ u(p) m 2m 



This can be derived by extending the main Gordon equation by multiplying zero with 12 (p + p)ν = P ν hence we obtain the following two equations, where in the other we have shifted summation indexes μ ↔ ν 1 μ ν i ν μλ P P + P σ qλ m 2m 1 i μ νλ P σ qλ γ ν P μ = P μP ν + m 2m γ μP ν =



by summing the two equations we get the result: γ {μ P ν} =



2 μ ν i {μ ν}λ P P + P σ qλ m 2m



These relations are only used on a couple of diagrams (in order to write them up in terms of form-factors). They have absolutely no inﬂuence on the outcome of the potential since in the NRL /q = 0.



Appendix D Spinors D.1



Spinors in the weak limit



Material from Peskin and Schrder for Yukawa potential p. 121 and Coulomb potential look at page 125. The spinors In general the Dirac spinors can be written as (following Peskin and Schroder)   √ ξ p·σ √ u(p) = ξ p·σ ¯  √  √ ¯ γ0 u¯(p) = u(p)† γ 0 = ξ † p · σ, ξ † p · σ where we have the relations (p · σ)(p · σ ¯ ) = p2 = m2 The non relativistic limit (NRL) for spinors Given four vector pμ = (p0 , pi ) in the NRL it will be pμ ≈ p0 since p ≈ 0. The spinors become



u(p) =



√



 m



ξ ξ







u¯(p) = u(p)† γ 0 =



√



  m ξ †, ξ † γ 0



where the spin components fulﬁll the normalization condition 111



ξ †ξ = 1 The relations relevant for the calculations are



u¯(k  )u(k) = 2m1 u¯(p )u(p) = 2m2 u¯(p )γμ u(p) = 2m2 u¯(p ) ku(p) = 2m1 m2 u¯(p )γμ γν u(p) = 2m2 u¯(p )γμ γν γα u(p) = 2m2 Proof I will prove some of the relations, the rest can be deduced from these. We will need   γμ = γ0, γi   0 1 0 γ = 1 0   −σ i 0 i γ = 0 σi Thus











†



u¯(p )u(p) = m ξ , ξ



†











0 1 1 0







ξ ξ



 = 2m(ξ † ξ) = 2m



u¯(p )γμ u(p) = u¯(p )γ0 u(p) + u¯(p )γi u(p) ≈ u¯(p )γ0 u(p) = 2m The last is true because



u¯(p )γi u(p) ≈ 0 in the NRL. In the last relation one should use k = γμ k μ = γ0 k 0 + γi k i ≈ γ0 k 0 reducing the problem.



Appendix E Calculations of the vertex factors The vertex factors of the quantized general relativity can become quite tedious and cumbersome in higher orders. The ﬁrst order vertex factors pose little diﬃculties, however the second order vertex factor ( i.e. the 2 graviton 2 fermion vertex factor ) is tedious and poses diﬃculties if one is not awake all the way through.



E.1



Deﬁnition of the vertex factor in momentum space



A general vertex factor in momentum space will be deﬁned as:  μ1 ν1 ···μm νm = +i d4 xd4 x1 . . . d4 xn d4 y1 . . . d4 ym ei[p1 x1 +...+pn xn −q1 y1 −...−qm ym ] τ (E.1)



δ δ ×···× × δΦ(x1 ) δΦ(xn ) where p1 , . . . , pn are the out going momenta and q1 , . . . , qm hence the minus sign. τ



μ1 ν1 ···μm νm



= +i



 + n i=1



d4 xi



m +



d4 yj d4 xei[



,



i



p i xi −



,



j



j=1



q j yj ]



(E.2)



δ δ × × L(Φi (xi ), Φj (xj )) δΦi (xi ) δΦj (xj ) where pi are the out going momenta and qj hence the minus sign. These momenta are momenta of the source ﬁelds Φ1 , Φ2 . . . Φn . There will always occur a delta function expressing momentum conservation associated with each vertex factor, however we will never write it out explicitly and assume momentum conservation at the vertices.
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E.2



The 1-graviton-1-photon-two-fermion vertex factor



The one graviton one photon two fermion Lagrangian was found to be Lf −g−ph =



ieq a μ ψγ (h a − hαα δaμ )Aμ ψ 2



(E.3)



The momentum corresponding to the respective ﬁeld distribution αβ,k



p



ν,q



p



writing the Lagrangian as



ieq a μ ψγ (h a − hαα δaμ )Aμ ψ 2 ieq a μβα = ψγ (Ia − δaμ η αβ )hαβ Aμ ψ 2



Lf −g−ph =



the vertex factor can be obtained from the deﬁnition (remembering to reinsert a factor of κ at the end)  + n



δ Lia (φi (x)) δφi (xi ) i=1    + 4 δ δ 4 4 i(px1 −p x2 +kx3 +qx4 ) d xi d xe = +i δhαβ (x4 ) δAν (x3 ) i=1   δ δ × ¯ 1 ) Lf −g−ph δψ(x2 ) δ ψ(x     + 4 δ δ δ δ 4 4 i(px1 −p x2 +kx3 +qx4 ) = +i d xi d xe ¯ 1) δhαβ (x4 ) δAν (x3 ) δψ(x2 ) δ ψ(x i=1   ieq a μβα μ αβ ψγ (Ia − δa η )hα˜β˜Aμ ψ × 2  + 4 eq d4 pi 4 4 ix1 [p−p1] ix2 [−p−p2 ] ix3 [k−p3] ix4 [q−p4] ix[p1 +p2 +p3 +p4 ] =− d xi d xe e e e e 4 2 (2π) i=1



Vαβ,ν = +i



in x



d4 xi d4 xei(Σk pk



out k −Σj qj yj )|k+j=n



× γ a (Ia νβα − δaν η αβ ) eq a νβα γ (Ia − δaν η αβ ) 2 κeq a νβα γ (Ia − δaν η αβ ) → −δ(p − p + q + k) 2



= −δ(p − p + q + k)



(E.4)



E.3



The 1-graviton-2-fermion vertex factor



The ﬁrst order massive Lagrangian is  1 i ¯ d α μ 1 ¯ [h α δd − hμd ]∂μ ψ + σ ab δdμ (∂b haμ − ∂a hbμ )ψ − hψψm Lmassive = ψγ 2 2 2 i¯ μ i i 1 ¯ = ψγ h∂μ ψ − ψγ d hμd ∂μ ψ + ψγ d σ ab δdμ (∂b haμ − ∂a hbμ )ψ − hψψm 2 2 4 2 hence 1 ¯ μ i i ¯ ∂μ ψ − ψmψ) − ψγ d hμd ∂μ ψ + ψγ μ σ ab ∂b haμ ψ Lmassive = h(ψiγ 2 2 2



(E.5)



For the vertex p αβ q −→



p



we deduce V



αβ



 + n



δ Lia (φi (x)) δφi (xi ) i=1     δ δ δ 4 4 4 4 i(px1 −p x2 +kx3 ) = +i d x1 d x2 d x3 d xe ¯ 1 ) Lmassive δhαβ (x3 ) δψ(x2 ) δ ψ(x     δ δ δ 4 4 4 4 i(px1 −p x2 +kx3 ) = +i d x1 d x2 d x3 d xe ¯ 1) × δhαβ (x3 ) δψ(x2 ) δ ψ(x   1 ¯ μ i i μ d μ ab ¯ h(ψiγ ∂μ ψ − ψmψ) − ψγ h d ∂μ ψ + ψγ σ ∂b haμ ψ 2 2 2   1  = +i d4 x1 d4 x2 d4 x3 d4 xei(px1 −p x2 +kx3) δ(x − x3 )η αβ (δ(x − x1 )iγ μ [∂μ δ(x − x2 )] 2 i − δ(x − x1 )mδ(x − x2 )) − δ(x − x1 )γ d δ(x − x3 )I μd αβ [∂μ δ(x − x2 )] 2  i μ ab αβ + δ(x − x1 )γ σ [∂b δ(x − x3 )]Iaμ δ(x − x2 ) 2  d4 p1 d4 p2 d4 p3 i(px1 −p x2 +kx3 ) ip1 (x−x1 ) ip2 (x−x2 ) ip3 (x−x3 ) = +i d4 x1 d4 x2 d4 x3 d4 x e e e e (2π)4 (2π)4 (2π)4   1 αβ μ i d μ αβ i μ ab αβ η (iγ i[p2 ]μ − m) − γ I d i[p2 ]μ + γ σ i[p3 ]b Iaμ 2 2 2 ≡ +i



in x



d4 xi d4 xei(Σk pk



out k −Σj qj yj )|k+j=n



doing the x1 , x2 , x3 integrations and following the p1 , p2 , p3 integrations leads to the respective delta functions in the p’s p1 → p p2 → −p (E.6) p3 → k



yielding 



1 1 1 = +iδ(p − p + k) η αβ (γ μ pμ − m) − γ d Id μαβ pμ − γ μ σ ab kb Iaμαβ 2 2 2











using 1 1 1 γ μ σ ab Iμaαβ = γ b η αβ − γ α η βb − γ β η αb 2 4 4



(E.7)



it can be rewritten.



E.3.1



Proof



We will prove the identity (E.7) in the following. Using 1 1 σ ab = [γ a , γ b ] = (γ a γ b − γ b γ a ) {γ a , γ b } = γ a γ b + γ b γ a = 2η ab 4 4 1 μ ν μν Ia = (ηa η + ηaν η μ ) 2 hence γ  σ ab Ib μν =



1  a b (γ γ γ − γ  γ b γ a )(η μ ηaν + η ν ηaν ) 8 (E.8)



using the following by letting the γ b go to left and positioning the γ  γ a identically γ  γ a γ b = 2η ab γ  − 2η bγ a + γ b γ  γ a γ  γ b γ a = 2η bγ a − γ b γ  γ a subtracting these yields γ  γ a γ b − γ  γ b γ a = 2η ab γ  − 4η bγ a + 2γ b γ  γ a and noticing that 1 2γ b γ  γ a (η μ ηaν + η ν ηaμ ) = γ b (γ ν γ μ + γ μ γ ν ) = 2η νμ γ b 2 1 νb μ ab  b a 1 (2η γ + 2η μb γ ν − 4η μb γ ν − 4η νb γ μ ) (2η γ − 4η γ ) (η μ ηaν + η ν ηaμ ) = 2 2 = −η μb γ ν − η νb γ μ completes the task 1 1 1 γ  σ ab Ib μν = η μν γ b − η bμ γ ν − η bν γ μ 2 4 4 Now the vertex becomes   1 αβ μ  1 d μαβ  1  μ ab αβ  αβ  V = +iδ(p − p + k) η (γ pμ − m) − γ Id pμ − kb γ σ Iaμ 2 2 2   (E.9) 1 1 β α 1 α 1 α β 1 β i  αβ  = + δ(p − p + k) η ( p − k − m) − γ (p − k ) − γ (p − k )) 2 2 2 2 2 2



using the momentum conservation at the vertex − 12 k = 12 p − 12 p gives   1 αβ  1 α  1 β  i  β α = + δ(p − p + k) η ( p + p − 2m) − γ (p + p) − γ (p + p) ) 2 2 4 4   1 α 1 αβ i    β β  α → κδ(p − p + k) η ( p+ p − 2m) − (γ (p + p ) + γ (p + p ) ) 2 2 4 since there is only one graviton, we have reinserted only one κ.



(E.10)



E.4



The 1-graviton-2-photon vertex factor



The one graviton two photon Lagrangian was found to be 1 1 LM axwell = − h(∂μ Aν ∂ μ Aν −∂ν Aμ ∂ μ Aν )+ hρσ (∂α Aσ ∂ α Aρ +∂σ Aα ∂ρ Aα −∂α Aσ ∂ρ Aα −∂σ Aα ∂ α Aρ ) 4 2 (E.11) Using the deﬁnition of the vertex factor gives for the ﬁrst term    + 4 δ δ δ 4 4 i(px1 −p x2 +kx3 ) d xi d xe Vρσ(γδ) ≡ +i × δhρσ (x3 ) δAδ (x2 ) δAγ (x1 ) i=1   1 ρ˜σ ˜ μ ν μ ν h η (∂ A ∂ A − ∂ A ∂ A ) − ρ˜σ ˜ μ ν ν μ   4 4 −i + 4 4 i(px1 −p x2 +kx3) μ ν d xi d xe δ(x − x3 )ηρσ ∂μ δ(x − x1 )∂ δ(x − x2 )δγν δδ = 4 i=1 + ∂μ δ(x − x2 )∂ μ δ(x − x1 )δδν δγν − ∂ν δ(x − x1 )∂ μ δ(x − x2 )δγμ δδν −i = 4



i = 2



 + 4



 − ∂ν δ(x − x2 )∂ δ(x − δ(x − x3 )ηρσ 2∂μ δ(x − x1 )∂ μ δ(x − x2 )δγδ μ



4



4



i(px1 −p x2 +kx3 )



d xi d xe



 x1 )δδμ δγν 



i=1



− 2∂δ δ(x  − x1 )∂γ δ(x − x2 )   + 4 d4 pi 4 4 ix1 [p−p1] ix2 [−p−p2 ] ix3 [k−p3 ] ix[p1 +p2 +p3 ] μ d xi d xe e e e ηρσ (p1 )μ (p2 ) ηγδ −(p1 )δ (p2 )γ (2π)4·3 i=1



  i = δ(p − p + k)ηρσ − pμ pμ ηγδ + pδ pγ 2



Using the deﬁnition of the vertex factor on the second term  + n δ in out Vρσ(γδ) = +i d4 xi d4 xei(Σk pk xk −Σj qj yj )|k+j=n Lia (φi(x)) δφi (xi ) i=1    + 4 δ δ δ 4 4 i(px1 −p x2 +kx3 ) × d xi d xe = +i δhρσ (x3 ) δAδ (x2 ) δAγ (x1 ) i=1   1 ρ˜σ˜ α α α α h (∂α Aσ ∂ Aρ + ∂σ Aα ∂ρ A − ∂α Aσ ∂ρ A − ∂σ Aα ∂ Aρ ) 2  4 −i + d4 pi 4 4 ix1 [p−p1] ix2 [−p−p2 ] ix3 [k−p3] ix[p1 +p2 +p3 ] d xi d xe e e e × = 4·3 2 (2π) i=1  (p1 )α (p2 )α ηγσ ηρδ + (p2 )α (p1 )α ηγρ ηδσ + (p1 )σ (p2 )ρ ηγδ + (p2 )σ (p1 )ρ ηδγ  − (p1 )δ (p2 )ρ ηγσ − (p2 )γ (p1 )ρ ηδσ − (p1 )σ (p2 )γ ηρδ − (p2 )σ (p1 )δ ηργ  i  = δ(p − p + k) (p · p )ηγσ ηρδ + (p · p)ηγρ ηδσ + pσ pρ ηγδ + pσ pρ ηδγ 2 −



pδ pρ ηγσ



−



pγ pρ ηδσ



−



pσ pγ ηρδ



−



pσ pδ ηργ



(E.12)







Adding this to the previous calculated and reinserting a factor of κ yields 



1 1 1 Vρσ(γδ) = iκδ(p − p + k) − (p · p ) ηρσ ηγδ + (p · p ) ηγσ ηρδ + (p · p) ηγρ ηδσ 2 2 2   1        + pδ pγ ηρσ + pσ pρ ηγδ + pσ pρ ηδγ − pδ pρ ηγσ − pγ pρ ηδσ − pσ pγ ηρδ − pσ pδ ηργ 2  1  = iδ(p − p + k) Pρσ(γδ) (p · p ) + ηρσ pδ pγ + ηγδ (pσ pρ + pσ pρ ) 2       − pρ ησγ − pδ pσ ηργ − pγ pρ ησδ − pγ pσ ηρδ 



(E.13) hence we obtain the vertex factor Vρσ(γδ)



 1 = iδ(p − p + k) Pρσ(γδ) (p · p ) + ηρσ pδ pγ + ηγδ (pσ pρ + pσ pρ ) 2 



−



pδ pρ ησγ



−



pδ pσ ηργ



for the vertex depicted as (with q → k) δ,p







ρσ q −→







γ,p



−



pγ pρ ησδ



−



pγ pσ ηρδ



 



(E.14)



Appendix F The Second order Lagrangian density This vertex is required when higher order corrections need to be calculated. It will be required when the 1-loop scattering amplitude for the pure gravitational eﬀects will be calculated.



F.1



The 2 graviton 2 fermion vertex



Now the L’s are given to be in ﬂat background ﬁeld L = Lf −g + Lf −g−spin   1 = iψγ d cμγ cγd − cμd cαα + ((cαα )2 − cαγ cγα )edμ ∂μ ψ 2   1 +iψγ d σ ab δdμ w μab + (δdμ cαα − cμd )w μab ψ 2 where 1 1 wμab = caν (∂ν cbμ − ∂μ cbν ) + δaρ δb σ (∂σ ccρ − ∂ρ ccσ )ccμ − (δaρ cbσ + caρ δb σ )(∂σ ccρ − ∂ρ ccσ )δ cμ 2 2  1 ρ σ ν c − cb (∂ν caμ − ∂μ caν ) + δb δa (∂σ ccρ − ∂ρ ccσ )c μ 2  1 ρ σ ρ σ c − (δb ca + cb δa )(∂σ ccρ − ∂ρ ccσ )δ μ 2 = caν (∂ν cbμ − ∂μ cbν ) − cbν (∂ν caμ − ∂μ caν ) + caσ (∂σ cμb − ∂b cμσ ) + cbρ (∂a cμρ − ∂ρ cμa ) + (∂b cca − ∂a ccb )ccμ wμab = ∂μ aba + ∂b saμ − ∂a sbμ 121



F.1.1



The second order spin connection



The spin connection in second order needs a little adjustment, it must be rewritten in terms of aμν ’s and sμν ’s. 1 1 w μab = caν (∂ν cbμ − ∂μ cbν ) + δaρ δb σ (∂σ ccρ − ∂ρ ccσ )ccμ − (δaρ cbσ + caρ δb σ )(∂σ ccρ − ∂ρ ccσ )δcμ 2 2   1 ρ σ 1 ν c − cb (∂ν caμ − ∂μ caν ) + δb δa (∂σ ccρ − ∂ρ ccσ )c μ − (δb ρ caσ + cbρ δaσ )(∂σ ccρ − ∂ρ ccσ )δcμ 2 2 = caν (∂ν cbμ − ∂μ cbν ) − cbν (∂ν caμ − ∂μ caν ) 1 1 − δaρ cbσ (∂σ ccρ − ∂ρ ccσ )δcμ + δb ρ caσ (∂σ ccρ − ∂ρ ccσ )δcμ 2 2 1 1 − caρ δb σ (∂σ ccρ − ∂ρ ccσ )δcμ + cbρ δaσ (∂σ ccρ − ∂ρ ccσ )δcμ 2 2 1 ρ σ 1 c + δa δb (∂σ ccρ − ∂ρ ccσ )c μ − δb ρ δaσ (∂σ ccρ − ∂ρ ccσ )ccμ 2 2



working it out yields w μab = caν (∂ν cbμ − ∂μ cbν ) − cbν (∂ν caμ − ∂μ caν ) 1 1 − cbσ (∂σ cμa − ∂a cμσ ) + caσ (∂σ cμb − ∂b cμσ ) 2 2 1 ρ 1 ρ − ca (∂b cμρ − ∂ρ cμb ) + cb (∂a cμρ − ∂ρ cμa ) 2 2 1 1 + (∂b cca − ∂a ccb )ccμ − (∂a ccb − ∂b cca )ccμ 2 2 (F.1) working out the last term w μab = caν (∂ν cbμ − ∂μ cbν ) − cbν (∂ν caμ − ∂μ caν ) 1 1 − cbσ (∂σ cμa − ∂a cμσ ) + caσ (∂σ cμb − ∂b cμσ ) 2 2 1 ρ 1 ρ − ca (∂b cμρ − ∂ρ cμb ) + cb (∂a cμρ − ∂ρ cμa ) 2 2 +(∂b cca − ∂a ccb )ccμ The ﬁrst line is non-reducible, but the second term in the second line and the ﬁrst term in the third line are equivalent, the same goes for the ﬁrst term in the second line and the second term in the third line. The fourth line is twice the same as reduced. Hence by rearranging the dummy index wμab = caν (∂ν cbμ − ∂μ cbν ) − cbν (∂ν caμ − ∂μ caν ) + caσ (∂σ cμb − ∂b cμσ ) + cbρ (∂a cμρ − ∂ρ cμa ) + (∂b cca − ∂a ccb )ccμ (F.2) again by manipulating the dummy indices this can be rewritten as w μab =



    caν ∂ν (cbμ + cμb ) − cbν ∂ν (caμ + cμa ) + cbν (∂μ caν + ∂a cμν ) − caν (∂μ cbν + ∂b cμν )



+ccμ (∂b cca − ∂a ccb )     ν ν = ca ∂ν (cbμ + cμb ) − (∂μ cbν + ∂b cμν ) + cb (∂μ caν + ∂a cμν ) − ∂ν (caμ + cμa ) +ccμ (∂b cca − ∂a ccb )



the symmetry in a and b is an advantage. It is possible already now to insert sμν in the ﬁrst parenthesis, but the rest needs to be worked out by hand, just like before by insertion of the cμν ’s w μab = σ ab w μab



    caν ∂ν sbμ − cbν ∂ν saμ + cbν (∂μ caν + ∂a cμν ) − caν (∂μ cbν + ∂b cμν )



+ccμ (∂b cca − ∂a ccb )   = 2σ ab caν ∂ν sbμ − caν ∂μ cbν − caν ∂b cμν + ccμ ∂b cca 1 1 1 1  1 1 1 = 2σ ab saν ∂ν sbμ − saν ∂μ sbν − saν ∂b sμν + scμ ∂b sca 2 2 2 2 2 2 2   1 1 1 = σ ab saν ∂ν sbμ − saν ∂μ sbν − saν ∂b sμν + sνμ ∂b sνa 2 2 2



the σ ab term sums over a and b, making it easier to manipulate the connection into something more convenient.



F.2



The second order correction terms



The second order Lagrangian is not so straightforward to ﬁnd. Some of the ﬁrst order Lagrangian’s deduced in this thesis had second order contributions to this Lagrangian which were discarded before. There are diﬀerent contributions to this, the Lf −g , Lf −g−s (collectively Lf −g,s ) both contribute to it as well as the ﬁrst order massive term Lmassive . The obtained expressions for these are the following



1¯ a α Lmassive correction = [ ψψm]h α ha 8   i L(f −g,s)correction = − ψγ d [haα haα δdμ − haμ had ]∂μ ψ + 2σ ab δdμ (∂b [hαa hαμ ])ψ 8 1 Note that sμν = sμν + caμ caν − caμ caν = hμν −caμ caν = hμν − haμ haν where the last transfor4 mation to h is allowed due to the fact that this term contributes to quadruple terms and not quadratic terms. Using (E.5) Lf −g,s



 i di α μ μ ab μ = ψγ [s α δd − s d ]∂μ ψ + σ δd (∂b saμ − ∂a sbμ )ψ 2 4  i d  aα μ aμ ab μ α α = Lf −g,s − ψγ [h haα δd − h had ]∂μ ψ + σ δd (∂b [h a hαμ ] − ∂a [h b hαμ ])ψ 8  i d  aα μ aμ ab μ α = Lf −g,s − ψγ [h haα δd − h had ]∂μ ψ + 2σ δd (∂b [h a hαμ ])ψ 8



F.3



The second order L



After having expanded and obtained all the separate pieces of the L, they can be collected to the following



L = Lf −g + Lf −g−spin + Lmassive   1 α 2 1 μ α μ d μ γ α γ ¯ = iψγ c γ c d − c d c α + ((c α ) − c γ c α )ed ∂μ ψ − ((cαα )2 − cαγ cγα )ψψm 2 2   μ μ α μ d 1 ab + iψγ σ δd wμab + (δd c α − c d )wμab ψ 2



(F.3)



where we should add the corrections from the ﬁrst order terms L = Lf −g,s + Lmassive Lmassive correction L(f −g,s)correction σ ab wμab σ ab wμab



= (Lf −g + Lf −g,scorrection ) + (Lmassive + Lmassive correction ) 1¯ a α = [ ψψm]h α ha 8  i d  aα μ aμ ab μ α = − ψγ [h haα δd − h had ]∂μ ψ + 2σ δd (∂b [h a hαμ ])ψ 8 = σ ab [∂b saμ − ∂a sbμ ] = 2σ ab ∂b saμ   1 1 1 = σ ab saν ∂ν sbμ − saν ∂μ sbν − saν ∂b sμν + sνμ ∂b sνa 2 2 2



(F.4)



the second order correction from the linear order mass term and from the linear order f-g term. Hence symbolically we have the total second order Lagrangian L = Lf −g + Lf −g−spin + Lmassive + Lf −g,scorrection + Lmassive correction



(F.5)



Writing out explicitly the second order equation with the correction (in the quantum ﬁelds c → 12 h and hαα → h) and simplifying we deduce 1 1 3i ¯ d i¯ d ¯ μ ∂μ ψ − ψmψ) ¯ L = ( h2 − hαγ hγα )(iψγ + ψγ ∂μ ψ[hμγ hγd ] − ψγ ∂μ ψhhμd 8 4 8 4 1  1    d μ1 ab d1 μ ab d μ 1 ab σ wμab +iψγ ed h σ wμab − iψγ h d σ w μab + iψγ ed 2 2 2 2 2 i − ψγ d σ ab e¯dμ (∂b [hαa hαμ ])ψ 4 writing out the connections and rearranging the terms and removing exceeded factors yields (replacing all the s’s with h here is legitimate since the correction terms for second order terms go quadruply) 1 1 3i ¯ d i¯ d ¯ μ ∂μ ψ − ψmψ) ¯ L = ( h2 − hαγ hγα )(iψγ + ψγ ∂μ ψ[hμγ hγd ] − ψγ ∂μ ψ[hhμd ] 8 4 8 4  i 1  i + ψγ μ σ ab [h∂b haμ ]ψ − iψγ d hμd σ ab ∂b haμ ψ − ψγ d σ ab e¯dμ (∂b [hαa hαμ ])ψ 2 2 4 1   1 1 1 +iψγ d edμ σ ab haν ∂ν hbμ − haν ∂μ hbν − haν ∂b hμν + hνμ ∂b hνa ψ 2 2 2 2



Now is we only look at the last two line ( i. e. all the terms involving σ ab )



i − ψγ d hμd σ ab ∂b haμ ψ − 2  i + ψγ μ σ ab haν ∂ν hbμ − 2 i = − ψγ d hμd σ ab ∂b haμ ψ  2   μ→ν



i μ ab ψγ σ (∂b [hαa hαμ ])ψ 4  1 ν 1 1 ha ∂μ hbν − haν ∂b hμν + hνμ ∂b hνa ψ 2 2 2



d→μ







 i μ ab 1 ν 1 ν 1 ν 1 α ν + ψγ σ − ∂b [h a hαμ ] + ha ∂ν hbμ − ha ∂μ hbν − ha ∂b hμν + h μ ∂b hνa ψ 2 2 2 2 2  1 1 1 i μ ab − hνμ ∂b haν − ∂b [hαa hαμ ] + haν ∂ν hbμ − haν ∂μ hbν − haν ∂b hμν = + ψγ σ 2 2 2 2  1 ν + h μ ∂b hνa ψ 2 changing the dummy indices in the ﬁrst term lets it come into the big parenthesis. Using the product rule for diﬀerentiation enables one rearrange the following ∂b terms  i = + ψγ μ σ ab − 2  i = + ψγ μ σ ab − 2



1 ∂b [hαa hαμ ] + haν ∂ν hbμ − 2 1 ∂b [hαa hαμ ] + haν ∂ν hbμ − 2



 1 ν 1 1 ha ∂μ hbν − haν ∂b hμν + hνμ ∂b hνa − hνμ ∂b haν ψ 2 2 2  1 ν 1 h ∂μ hbν − ∂b [haν hμν ] ψ 2 a 2   



  1 i = + ψγ μ σ ab − ∂b [hαa hαμ ] + haν ∂ν hbμ − haν ∂μ hbν ψ 2 2



ν→α



and the L becomes 1 1 3i ¯ d i¯ d ¯ μ ∂μ ψ − ψmψ) ¯ LTotal = ( h2 − hαγ hγα )(iψγ + ψγ ∂μ ψ[hμγ hγd ] − ψγ ∂μ ψ[hhμd ] 8 4 8 4   i 1 i + ψγ μ σ ab [h∂b haμ ]ψ + ψγ μ σ ab haν ∂ν hbμ − ∂b [hαa hαμ ] − haν ∂μ hbν ψ 2 2 2



F.3.1



Calculation of the 2-graviton-2-fermion vertex factor



The following Lagrangian is found for this vertex 1 1 3i ¯ d i¯ d ¯ μ ∂μ ψ − ψmψ) ¯ L = ( h2 − hαγ hγα )(iψγ + ψγ ∂μ ψ[hμγ hγd ] − ψγ ∂μ ψ[hhμd ] 8 4 8 4   i 1 i + ψγ μ σ ab [h∂b haμ ]ψ + ψγ μ σ ab haν ∂ν hbμ − ∂b [hαa hαμ ] − haν ∂μ hbν ψ 2 2 2



(F.6)



From the deﬁnition of the vertex function, it is found Vf-g,s,massive



= i



 + 4



















d4 xi d4 xei(px1 −p x2 +kx3 −k x4 )







i=1



= i



 + 4



&



 δ δ δ δ × L(x) δhχϕ (x4 ) δhζξ (x3 ) δψn (x2 ) δψ m (x1 )



d4 xi d4 xei(px1 −p x2 +kx3 −k x4 ) ×



i=1



" # # 1 " 1 χϕ ζξ η η − I χϕζξ δ(x − x3 )δ(x − x4 ) iδ(x − x1 )γ μ ∂μ δ(x − x2 ) − δ(x − x1 )mδ(x − x2 ) 2 2



3i δ(x − x1 )γ d ∂μ δ(x − x2 )[Idγζξ Iγμχϕ + Idγχϕ Iγμζξ ]δ(x − x3 )δ(x − x4 ) 8 i − δ(x − x1 )γ d ∂μ δ(x − x2 )[η χϕ Idμζξ + η ζξ Idμχϕ ]δ(x − x3 )δ(x − x4 ) 4 i + δ(x − x1 )γ μ δ(x − x2 )σ ab [δ(x − x4 )∂b δ(x − x3 )η χϕ Iaμζξ + δ(x − x3 )∂b δ(x − x4 )η ζξ Iaμχϕ ] 2  i + δ(x − x1 )γ μ δ(x − x2 )σ ab δ(x − x4 )∂ν δ(x − x3 )Iaνχϕ Ibμζξ 2 ζξ χϕ +δ(x − x3 )∂ν δ(x − x4 )Iaνζξ Ibμχϕ − (Iaαχϕ Iαμ + Iaαζξ Iαμ )∂b [δ(x − x3 )δ(x − x4 )] '  1 νχϕ ζξ 1 νζξ χϕ − Ia Ibν δ(x − x4 )∂μ δ(x − x3 ) − Ia Ibν δ(x − x3 )∂μ δ(x − x4 ) 2 2 +



In the Fourier representation of the delta functions



Vf-g,s,massive



 + 4 d4 pi 4 4 ix1 [p−p1 ] ix2 [−p−p2 ] ix3 [k−p3] ix4 [−k−p4 ] ix[p1 +p2 +p3 +p4 ] = i d xi d xe e e e e × 4·4 (2π) & i=1 # #" 1" − P χϕζξ − γ μ (p2 )μ − m 2 3 − γ d (p2 )μ [Id γζξ Iγ μχϕ + Id γχϕ Iγ μζξ ] 8 1 d + γ (p2 )μ [η χϕ Id μζξ + η ζξ Id μχϕ ] 4 1 − γ μ σ ab [(p3 )b η χϕ Iaμζξ + (p4 )b η ζξ Iaμχϕ ] 2 1 μ ab  − γ σ (p3 )ν Iaνχϕ Ibμζξ + (p4 )ν Iaνζξ Ibμχϕ 2 ζξ χϕ −(Ia αχϕ Iαμ + Ia αζξ Iαμ )(p3 + p4 )b '  1 νχϕ ζξ 1 νζξ χϕ − Ia Ibν (p3 )μ − Ia Ibν (p4 )μ 2 2



doing the momentum integrations yields the momenta replacement p1 p2 p3 p4



→ → → →



p −p k −k 



hence



& = iδ(p − p + k − k  )



#" # 3 1" − P χϕζξ γ μ pμ − m + γ d pμ [Id γζξ Iγ μχϕ + Id γχϕ Iγ μζξ ] 2 8



1 1 − γ d pμ [η χϕ Id μζξ + η ζξ Id μχϕ ] − γ μ σ ab [kb η χϕ Iaμζξ − kb η ζξ Iaμχϕ ] 4 2 1 μ ab  ζξ − γ σ kν Iaνχϕ Ibμ − kν Ia νζξ Ibμχϕ − (k − k  )b (Iaαχϕ Iαμζξ + Iaαζξ Iαμχϕ ) 2 '  1 1 − kμ Ia νχϕ Ibν ζξ + kμ Ia νζξ Ibν χϕ 2 2 These terms can be simpliﬁed by the using the identities 1 1 1 γ μ σ ab Ibμζξ = γ ζ η ξa + γ ξ η ζa − γ a η ζξ 4 4 2 1 γ μ σ ab (Iμαζξ Ia αχϕ + Iμαχϕ Iaαζξ ) = − (Iμαζξ I bαχϕ + Iμαχϕ I bαζξ )γ μ + I ζξχϕ γ b 2



F.4



(F.7)



(F.8)



Proof



Needing 1 1 σ ab = [γ a , γ b ] = (γ a γ b − γ b γ a ) {γ a , γ b } = γ a γ b + γ b γ a = 2η ab 4 4 1 Ib μν = (ηb μ η ν + ηb ν η μ ) 2 hence γ  σ ab Ib μν =



1  a b (γ γ γ − γ  γ b γ a )(η μ ηb ν + η ν ηb ν ) 8 (F.9)



using the following by letting the γ  go to left and positioning the γ a γ b identically γ  γ a γ b = 2η a γ b − 2η bγ a + γ a γ b γ  γ  γ b γ a = 2η ba γ  − 2η a γ b + 2η b γ a + γ a γ b γ  subtracting these yields γ  γ a γ b − γ  γ b γ a = 4η a γ b − 4η bγ a − 2η ba γ  + 2γ a γ b γ  and noticing that 2γ a γ b γ  (η μ ηb ν + η ν ηb ν ) = 2(γ a γ μ γ ν + γ a γ ν γ μ ) = 4η νμ γ a (4η a γ b − 4η bγ a − 2η ba γ  )(η μ ηb ν + η ν ηb ν ) = 4(η μa γ ν + η νa γ μ ) − 4γ a (η μν + η νμ ) −2(η μa γ ν + η νa γ μ )



completing the task 1 1 1 γ  σ ab Ib μν = γ ν η aμ + γ μ η aν − γ a η μν 4 4 2 changing the indices with μ → ζ ν → ξ  → μ giving 1 1 1 γ μ σ ab Iμbζξ = γ ξ η aζ + γ ζ η aξ − γ a η ζξ 4 4 2 The other identity 1 γ  σ ab (Iφμν Iaφρσ + Iφρσ Iaφμν ) = − (Iφμν I bφρσ + Iφρσ I bφμν )γ  + I μνρσ γ b 2



(F.10)



again 1  a b (γ γ γ − γ  γ b γ a ) 4 1  a b = (γ γ γ − γ  (2η ba ) + γ  γ a γ b ) 4 1  a b 1  ba γγ γ − γη = 2 2



γ  σ ab =



turning the calculation to 1 1  a b 1 γ γ γ (Iφμν Ia φρσ + Iφρσ Iaφμν ) ( γ  γ a γ b − γ  η ba )(Iφμν Ia φρσ + Iφρσ Iaφμν ) = 2 2 2 1 − γ  η ba (Iφμν Ia φρσ + Iφρσ Iaφμν ) 2 1  a b γ γ γ (Iφμν Ia φρσ + Iφρσ Iaφμν ) = 2 1 − γ  (Iφμν I bφρσ + Iφρσ I bφμν ) 2 Working on the ﬁrst identity parenthesis, yields (I φμν Iaφρσ + I φρσ Iaφμν )



 1 μ ν (η ηφ + η ν ηφμ )(ηaρ η φσ + ηaσ η φρ ) + (η ρ ηφσ + η σ ηφρ )(ηaμ η φν + ηaν η φμ ) 4  1  μ ρ νσ η ηa η + η μ ηaσ η νρ + η ν ηaρ η μσ + η ν ηaσ η μρ + [μν ↔ ρσ] = 4 1  νσ μ ρ = η (η ηa + η ρ ηaμ ) 4 +η νρ (η μ ηaσ + η σ ηaμ ) +η μσ (η ν ηaρ + η ρ ηaν )  +η μρ (η ν ηaσ + η σ ηaν )



=



multiplying the ﬁrst terms for instance on γ  γ a , γ b is unaﬀected - the following is obtained η νσ γ  γ a (η μ ηaρ + η ρ ηaμ ) = η νσ (γ μ γ ρ + γ ρ γ μ ) = η νσ (γ μ γ ρ + 2η ρμ − γ μ γ ρ ) = 2η νσ η ρμ



hence all terms can be reduced simply to in a similar manner (if multiplied with the gamma matrices )  1  νσ ρμ μν φρσ ρσ φμν  a ρν μσ σμ ρν ρμ σν 2η η + 2η η + 2η η + 2η η + Iφ Ia ) = γ γ (Iφ Ia 4 1 νσ ρμ 4(η η + η ρν η μσ ) = 4 = 2I μνρσ leaving the result rather simple 1  a b 1 γ γ γ (Iφμν Iaφρσ + Iφρσ Ia φμν ) − γ  (Iφμν I bφρσ + Iφρσ I bφμν ) 2 2 1 = I μνρσ γ b − (Iφμν I bφρσ + Iφρσ I bφμν )γ  2 making the conversation



μ→ζ ρ→χ ν→ξ σ→ϕ →μ φ→α



yields the result for the present 1 γ μ σ ab (Iμαζξ Iaαχϕ + Iμαχϕ Iaαζξ ) = − (Iμαζξ I bαχϕ + Iμαχϕ I bαζξ )γ μ + I ζξχϕ γ b 2



(F.11)



qed.



F.5



Completing the task



To shift some of the momentum dependencies from the internal momenta to the external momenta, the found identities draw the attention towards it 1 1 1 γ μ σ ab Ibμζξ = γ ζ η ξa + γ ξ η ζa − γ a η ζξ 4 4 2 1 γ μ σ ab (Iμαζξ Iaαχϕ + Iμαχϕ Iaαζξ ) = − (Iμαζξ I bαχϕ + Iμαχϕ I bαζξ )γ μ + I ζξχϕ γ b 2 Continuing the calculation we know expand the terms with the σ’s & #" # 1 1"   − P χϕζξ γ μ pμ − m − γ d pμ [η χϕ Id μζξ + η ζξ Id μχϕ ] = iδ(p − p + k − k ) 2 4



(F.12)



(F.13)



3 + γ d pμ [Id γζξ Iγ μχϕ + Id γχϕ Iγ μζξ ] 8 1 1 + (ka η χϕ )(γ μ σ ab Ibμζξ ) − (ka η ζξ )(γ μ σ ab Ibμχϕ ) 4 4 1 1 − (kν Ia νχϕ )(γ μ σ ab Ibμζξ ) + (kν Iaνζξ )(γ μ σ ab Ibμχϕ ) 4 4 ' 1 1 1 + (k − k  )b γ μ σ ab (Iaαχϕ Iαμζξ + Iaαζξ Iαμχϕ ) + kμ σ ab Iaνχϕ Ibν ζξ − kμ σ ab Iaνζξ Ibν χϕ 4 8 8



writing out the expressions &











= iδ(p − p + k − k )



# 1 #" 1" − P χϕζξ pμ − m − [η χϕ (γ ζ pξ + γ ξ pζ ) + η ζξ (γ χ pϕ + γ ϕ pχ )] 2 8



3 + γ d pμ [Idγζξ Iγμχϕ + Idγχϕ Iγμζξ ] 8 1 1 1 1 + η χϕ (γ ζ kξ + γ ξ kζ ) − ( ka η χϕ η ζξ ) − η ζξ (γ χ kϕ + γ ϕ kχ ) + ( ka η ζξ η χϕ ) 16 8 16 8 1 1 χ ϕ 1  χ ϕνζξ 1 ζ ξνχϕ ξ ζνχϕ ϕ χ ζξ − kν (γ I +γ I ) + (k γ + k γ )η + kν (γ I + γ ϕ I χνζξ ) − (kζ γ ξ + kξ γ ζ )η χϕ 16 16 16 16 ' 1 1 1 1 − (k − k )b (Iμαζξ Ib αχϕ + Iμαχϕ Ib αζξ )γ μ + ( k− k )I ζξχϕ + kμ σ ab Iaνχϕ Ibν ζξ − kμ σ ab Iaνζξ Ibν χϕ 8 4 8 8 (F.14)



this expression can be reduced further (so its easier you to see whats going on) using the momentum conservation at the vertex p − p = −(k − k  ) &



#" # 1"1 1 " χϕ ζ ( p+ p ) − m P χϕζξ − η (γ (p + p )p + γ ξ (p + p )ζ ) 2 2 16 # 1 + η ζξ (γ χ (p + p )ϕ + γ ϕ (p + p )χ ) + (2p + p)μ [Id γζξ Iγ μχϕ + Id γχϕ Iγ μζξ ]γ d 8 ' 1 1 1 − kν (γ ζ I ξνχϕ + γ ξ I ζνχϕ ) + kν (γ χ I ϕνζξ + γ ϕ I χνζξ ) + ( k+ k  )σ ab Ib νζξ Iaνχϕ 16 16 8



V χϕζξ = iδ(p − p + k − k  ) −



The last term can be rewritten using the identity 1 1 1 γ ε σ ab = η εa γ b − η εbγ a + abεd γ5 γd 2 2 2



(F.15)



inserting this in the following 1 1 ( k+ k  )σ ab Ib νζξ Iaνχϕ = (k + k  )μ (γ μ σ ab )Ib νζξ Iaνχϕ 8 8 1 1 1 1 = (k + k  )μ ( η μa γ b − η μb γ a + abμd γ5 γd )Ib νζξ Iaνχϕ 8 2 2 2 1 1 = (k + k  )a γ b Ib νζξ Iaνχϕ 2 16   a→μ



−



b→d



ν→γ



1 (k + k  )b γ a Ib νζξ Iaνχϕ 16   b→μ



a→d



ν→γ



1 (k + k  )μ abμd γ5 γd Ib νζξ Iaνχϕ 16 1 1 = (k + k  )μ γ d Id γζξ Iμγχϕ 16 2 1 − (k + k  )μ γ d Iμγζξ Idγχϕ 16 1 + (k + k  )μ abμd γ5 γd Ib νζξ Iaνχϕ 16 +



(F.16)



using momentum conservation and inserting k  = p−p +k in the ﬁrst term and k = p −p+k  in the second yields 1 1 (k + k  )μ γ d Id γζξ Iμγχϕ − (k + k  )μ γ d Iμγζξ Idγχϕ 16 16 1 1 γζξ = (k + p − p + k)μ γ d Id I μγ χϕ − (p − p + k  + k  )μ γ d I μγ ζξ Id γχϕ 16 16 1 1 1 γζξ γζξ = kμ γ d Id I μγ χϕ + pμ γ d Id I μγ χϕ − pμ γ d Id γζξ I μγ χϕ 8 16 16 1  d μ ζξ γχϕ 1  d μ ζξ γχϕ 1 − kμ γ I γ Id − pμ γ I γ Id + pμ γ d I μγ ζξ Id γχϕ 8 16 16 =



(F.17)



Now, the ﬁrst two terms (k and k’) can be rewritten if using the symmetric identity with respect to the gamma matrix 1 1 kμ Iγ μχϕ (γ d Id γζξ ) = kμ (γ ζ I ξμχϕ + γ ξ I ζμχϕ ) 8 16 1  μζξ d γχϕ 1 − kμ Iγ (γ Id ) = − kμ (γ χ I ϕμζξ + γ ϕ I χμζξ ) 8 16



(F.18)



these two terms cancel the single k and k’ terms in the vertex! −



1 1 kν (γ ζ I ξνχϕ + γ ξ I ζνχϕ ) + kν (γ χ I ϕνζξ + γ ϕ I χνζξ ) 16 16



(F.19)



The left over terms ( the p and p’ terms ) can be directly added to the 18 (2p +p)μ γ d [Id γζξ Iγ μχϕ + Id γχϕ Iγ μζξ ] = 18 (2p + p)μ γ d [A + B] (symbolically) term 1 1 1 1 1  (2p + p)μ γ d [A + B] = pμ γ d A + pμ γ d B + pμ γ d A + pμ γ d B 8 4 4 8 8



(F.20)



The found terms are 1 1 1 1 pμ γ d A − pμ γ d A − pμ B + pμ γ d B 16 16 16 16



(F.21)



Adding up yields (13) +14)) 3 (p + p )μ γ d [Id γζξ Iγ μχϕ + Id γχϕ Iγ μζξ ] 16



(F.22)



Hence the vertex turns into &



# #" 1 " χϕ ζ 1"1 ( p+ p ) − m P χϕζξ − η (γ (p + p )ξ + γ ξ (p + p )ζ ) 2 2 16 # 3 + η ζξ (γ χ (p + p )ϕ + γ ϕ (p + p )χ ) + (p + p)μ [Id γζξ Iγ μχϕ + Id γχϕ Iγ μζξ ]γ d ' 16 1 + (k + k  )μ abμd γ5 γd Ib νζξ Iaνχϕ 16



V χϕζξ = iδ(p − p + k − k  ) −



and where k goes in and k  goes out of the vertex γδ, k 



p =



αβ, k



V χϕζξ (p, p )



p



Since this is a 2-graviton vertex, we should remember to reinsert the factor κ2 .



(F.23)



Summary of The Vertex Rules



The two fermion one photon vertex



α



p q −→



p



=



τ α (p, p )



=



ieγ α



Two fermion one graviton vertex p



=



αβ q −→



τ αβ (p, p )



 1  iκ  αβ  1 η ( p+ p ) − m − γ μ (p + p )ν + γ ν (p + p )μ 2 2 4



=



p



Two fermion one graviton one photon vertex p



αβ,k



= γ,q



τ αβ(γ) (p, p )



=



iκe (2γ γ η αβ − η γ{α γ β} ) 4



iκe γa (2η γa η αβ − η γ{α η β}a ) 4



=



p



The two photon one graviton vertex δ,p







αβ q −→







=



τ



αβ(γδ)







(p, p )



=



 1 iκ P ρσ(γδ) (p · p ) + η ρσ pδ pγ + η γδ p{σ pρ} 2



γ,p



γδ, k



−p p



The two fermion two graviton vertex p & =



αβ, k



δ {ρ σ}γ



p



τ αβγδ (p, p )



=



η



γ {ρ σ}δ



−p p η











#" # 1 " αβ γ 1"1 ( p+ p ) − m P αβγδ − η (γ (p + p )δ + γ δ (p + p )γ ) 2 2 16 # + η γδ (γ α (p + p )β + γ β (p + p )α ) 3 + (p + p)μ [Idλγδ Iλμαβ + Idλαβ Iλμγδ ]γ d 16 ' 1 νγδ + (k + k )μ abμd γ5 γd Ib Iaναβ 16



iκ2 −



Appendix G The spin connection G.1



Deriving the spin connection



To see if the spin connection truly is an object that transforms according 2.85, it would be worth while to study the transformation of a general two tensor transforms under general coordinate transformation. It will be suﬃcient to study the transformation inﬁnitesimally i.e. under 2.72. The metric tensor, being a two tensor, transforms as following under general coordinate transformations from x → x gμν (x) → gμν (x ) =



∂xρ ∂xσ gρσ (x) ∂xμ ∂xν



(G.1)



We can ﬁnd the opposite transformation by using the rules of diﬀerentiation ∂xρ ∂xμ = δαρ ∂xμ ∂xα



(G.2)



obtaining gαβ (x) =



∂xμ ∂xν gμν (x ) ∂xα ∂xβ



(G.3)



now using1 2.72 and the relations ∂xμ ∂εμ μ = δ + = δαμ + ∂α εμ α ∂xα ∂xα



(G.4)



gμν (x + ε) = gμν (x) + εα ∂α gμν (x)



(G.5)



gαβ (x) = gαβ (x) + εγ ∂ γ gαβ + gμβ ∂α εμ + gαν ∂β εν



(G.6)



yields



1



since the metric transforms covariantly under general coordinate transformations we could just have used (G.1), but then we would obviously be going from x → x, hereafter an expansion in x = x + ε(x ) would give the same results.
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which in principle deﬁnes how a two tensor should transform inﬁnitesimally. Lets turn our attention to the transformation of the vierbein ﬁelds 2.81 ea μ → ea μ + λa b eb μ + εα ∂ α ea μ + ea ν ∂μ εν = t1 (a , μ )



(G.7)



which is also a proper gauge transformation denoted t1 (a , μ ), its counterpart (with μ raised) will be denoted with a prime. From this we ﬁnd



∂α ea μ → ∂α ea μ + λa b ∂α eb μ + ∂α εγ ∂ γ ea μ + ∂α ea ν ∂μ εν + eb μ ∂α λa b + εγ ∂α ∂ γ ea μ + ea ν ∂α ∂μ εν



(G.8)



Comparing with the latter two we see, that two terms are in excess, meaning that the partial derivative of the vierbein ﬁeld doesn’t transform as a tensor, we will use this for our advantage, in order to cook up the proper structure of the spin connection with the transformation properties that of (2.85).



∂α ea μ → ∂α ea μ + εγ ∂ γ ∂α ea μ + ∂α εγ ∂ γ ea μ + ∂α ea ν ∂μ εν + λa b ∂α eb μ + eb μ ∂α λa b + ea ν ∂α ∂μ εν = t2 (α , a , μ ) + eb μ ∂α λa b + ea ν ∂α ∂μ εν



(G.9)



the ﬁrst part t2 (α , a , μ ) is a tensor transformation. Having a very good guess for the spin connection



1 1 ωμab = e[aν ∂[μ eb] ν] + e[aρ eb]σ ∂[σ ecρ] ec μ 2 4  1  [aν = e ∂[μ eb] ν] + eaρ ebσ ∂[σ ecρ] ec μ 2



(G.10) (G.11)



we can check each term and conﬁrm that the spin connection indeed does transform according to (2.85). Taking one term at a time



ea μ → t1 (a , μ ) ∂α ea μ → t2 (α , a , μ ) + eb μ ∂α λa b + ea ν ∂α ∂μ εν   eaν ∂μ eb ν → t1 (a , ν ) t2 (μ , b , ν ) + (∂μ λb c )ec ν + eb γ ∂μ ∂ν εγ hence (since ∂μ ∂ν = ∂ν ∂μ )



eaν ∂[μ eb ν] → t1 (a , ν )t2 ([μ , b , ν] ) + t1 (a , ν )(∂[μ λb c )ec ν] + t1 (a , ν )eb γ ∂[μ ∂ν] εγ ≈ t1 (a , ν )t2 ([μ , b , ν] ) + eaν (∂[μ λb c )ec ν] + O(ελ, λ2 , ε2)



from which we ﬁnd e[aν ∂[μ eb] ν] → t1 ([a , ν )t2 ([μ , b] , ν] ) + e[aν (∂[μ λb] c )ec ν] + O(ελ, λ2, ε2 ) = t1 ([a , ν )t2 ([μ , b] , ν] ) + ∂μ λ[ba] − ∂ [a λb] c ec μ + O(ελ, λ2 , ε2 )



(G.12)



and the other also up to second order



aρ bσ



c



e e ∂[σ e ρ] ecμ



  c c d → t1 ( , )t1 ( , ) t2 ([σ , , ρ] ) + (∂[σ λ d )e ρ] t1 (c , μ ) a ρ



b σ



≈ t1 (a , ρ )t1 (b , σ )t2 (μ , b , ν )t1 (c , μ ) + eaρ ebσ (∂[σ λc d )ed ρ] ecμ + O(ελ, λ2, ε2 ) = t1 (a , ρ )t1 (b , σ )t2 (μ , b , ν )t1 (c , μ ) + ∂ [b λca] ecμ + O(ελ, λ2, ε2 ) = t1 (a , ρ )t1 (b , σ )t2 (μ , b , ν )t1 (c , μ ) − ∂ [b λa] c ec μ + O(ελ, λ2, ε2 )



(G.13)



we get by summing together (3.48) and (3.49) and subsequently multiplying the sum with 1 yields the transformation of the spin connection up to second order in ε and λ 2 1  [a ν t1 ( , )t2 ([μ , b] , ν] ) + ∂μ λ[ba] − ∂ [a λb] c ec μ 2  + t1 (a , ρ )t1 (b , σ )t2 (μ , b , ν )t1 (c , μ ) − ∂ [b λa] c ec μ + O(ελ, λ2 , ε2 )  1 1  [a ν = t1 ( , )t2 ([μ , b] , ν] ) + t1 (a , ρ )t1 (b , σ )t2 (μ , b , ν )t1 (c , μ ) − ∂μ λ[ab] 2 2   + ec μ − ∂ [a λb] c − ∂ [b λa] c + O(ελ, λ2 , ε2)



ωμab →



(G.14) (G.15) (G.16) (G.17)



where the last parenthesis vanishes when switching a ↔ b in one of the terms. Writing the second last term out we get for the spin connection transformation ωμab →



 1  [a ν t1 ( , )t2 ([μ , b] , ν] ) + t1 (a , ρ )t1 (b , σ )t2 (μ , b , ν )t1 (c , μ ) − ∂μ λab 2



(G.18)



Appendix H The preliminary box calculations H.1



The γ relations



The possible combinations for three gamma matrices that could occur are



γ αγ μγ β → γ β γ μγ α + · · ·



(H.1)



γ γ γ → γ γ γ +···



(H.2)



γ γ γ → γ γ γ +···



(H.3)



α μ β α μ β



μ β α



β α μ



together with the end result one wishes. The epilepsies are just the terms generated when the matrices are commuted. To work these out, we will need the general commutations relations



1 {α β} γ γ = η αβ 2 1 {α μ β} γ γ γ = γ {α η β}μ − γ μ η αβ 2 The ﬁrst relation This is simply a consequence of the second commutation relation γ α γ μ γ β = 2(γ {α η β}μ − γ μ η αβ ) − γ β γ μ γ α The second relation This is just a matter of commuting the β, μ terms in the previous result γ α γ μ γ β = 2γ [β η μ]α + γ μ γ β γ α 139



The third relation Again we have to take initial and commute the last two matrices



γ α γ μ γ β = 2γ [α η μ]β + γ β γ α γ μ



In the following, we will always assume that the terms will be sandwiched between external fermions thus enabling the use of the Dirac equation



( p − m)u(p) = 0 u¯(p )(m− p ) = 0



The following combinations are most occurring



1)



pγ μ p 2)



pγ μ p 3)



p γ μ p 4)



p γ μ p 1-2)



pγ μ q 1+2)



pγ μ ( p+ p ) 3-4)



p γ μ q 3+4)



p γ μ ( p+ p ) 1+3) ( p+ p )γ μ p 3-1)



qγ μ p 4-2)



qγ μ p 3-1)-4-2)



qγ μ q 3-1)+4-2) qγ μ ( p+ p ) 



p p γ β



p pγ β



p p γ β



p pγ β



p qγ β



p( p + p)γ β



p qγ β



p ( p + p)γ β ( p+ p ) p γ β



q p γ β



q pγ β



q qγ β



q( p + p)γ β



γ α p p γα p p γ α p p γ α p p γα p q α γ p( p + p) γ α p q γ α p ( p + p) γ α ( p+ p) p γ α q p γα q p γα q q α γ q( p + p)



By the use of the Dirac equation



u¯(p )[· · · ]u(p)



the individual terms can be commuted into



(H.4)



Table A



1)



pγ μ p 2)



pγ μ p 3)



p γ μ p 4)



p γ μ p 1–2)



pγ μ q 1+2)



pγ μ ( p+ p ) 3–4)



p γ μ q 3+4)



p γ μ ( p+ p ) 1+3) ( p+ p )γ μ p 3–1)



qγ μ p 4–2)



qγ μ p 4+2) ( p+ p )γ μ p 3–1)–4–2)



qγ μ q 3–1)+4–2) qγ μ ( p+ p )



γ μ (q 2 − 3m2 ) + 2m(p + p )μ γ μ (−m2 ) + 2mpμ γ μ (−m2 ) + 2mpμ γ μ (m2 ) γ μ (q 2 − 2m2 ) + 2mpμ γ μ (q 2 − 4m2 ) + 2m(2p + p )μ γ μ (−2m2 ) + 2mpμ 2mpμ γ μ (q 2 − 4m2 ) + 2m(p + 2p )μ γ μ (2m2 − q 2 ) − 2mpμ γ μ (2m2 ) − 2mpμ 2mpμ γ μ (−q 2 ) μ 2 γ (4m − q 2 ) − 2mpμ



Table B



1)



p p γ μ 2)



p pγ μ 3)



p p γ μ 4)



p pγ μ 1–2)



p qγ μ 1+2)



p( p+ p )γ μ 3–4)



p qγ μ  3+4)



p ( p+ p )γ μ 1+3) ( p+ p ) p γ μ 3–1)



q p γ μ 4–2)



q pγ μ 4+2) ( p+ p ) pγ μ 3–1)–4–2)



q qγ μ 3–1)+4–2) q( p+ p )γ μ



γ μ (3m2 − q 2 ) − 2mpμ γ μ (m2 ) γ μ (m2 ) μ γ (−m2 ) + 2mpμ γ μ (2m2 − q 2 ) − 2mpμ γ μ (4m2 − q 2 ) − 2mpμ γ μ (2m2 ) − 2mpμ 2mpμ γ μ (4m2 − q 2 ) − 2mpμ γ μ (q 2 − 2m2 ) + 2mpμ γ μ (−2m2 ) + 2mpμ 2mpμ γ μ (q 2 ) γ μ (q 2 − 4m2 ) + 4mpμ



Table C 1) γ μ p p 2) γμ p p 3) γ μ p p 4) γ μ p p 1–2) γμ p q 1+2) γ μ p( p+ p ) 3–4) γ μ p q μ 3+4) γ p ( p+ p ) 1+3) γ μ ( p+ p ) p 3–1) γ μ q p 4–2) γμ q p μ 4+2) γ ( p+ p ) p 3–1)–4–2) γμ q q 3–1)+4–2) γ μ q( p+ p )



γ μ (3m2 − q 2 ) − 2mpμ γ μ (m2 ) γ μ (m2 ) γ μ (−m2 ) + 2mpμ μ γ (2m2 − q 2 ) − 2mpμ γ μ (4m2 − q 2 ) − 2mpm u γ μ (2m2 ) + 2mpμ 2mpμ γ μ (4m2 − q 2 ) − 2mpμ γ μ (q 2 − 2m2 ) + 2mpμ γ μ (−2m2 ) + 2mpμ 2mpμ γ μ (q 2 ) + 2m(p − p )μ γ μ (q 2 − 4m2 ) + 2m(p + p )μ



If we further use the Gordon identity   " μ# 1 μ i μν  u(p ) γ u(p) = u(p ) P + σ qν u(p) m 2m 



(H.5)



We can in the end substitute γμ =



1 μ i μν P + σ qν m 2m



(H.6)



where P μ = 12 (p + p )μ . At the end we expect a linear combination of the following types of terms αP μ + βσ μν qν + γq μ



(H.7)



Where the spin coupling to the graviton is obvious.



H.2



The vertex required for the box calculations



For all the 1-loop mixed QED and gravity box diagrams, the following vertices will do • The two fermion one photon vertex



α



p q −→



p



=



τ α (p, p )



=



ieγ α



(H.8)



• Two fermion one graviton vertex



p



=



αβ q −→



τ ρσ (p, p )



p



=



  1 iκ  ρσ  1 ( p+ p ) − m − γ ρ (p + p )σ + γ σ (p + p )ρ η 2 2 4



together with the relations i( q + m) q 2 − m2   1 ρ iκ  ρσ  1 ρσ    σ σ  ρ η ( p+ p ) − m − γ (p + p ) + γ (p + p ) τ (p, p ) = 2 2 4   1 {ρ σ}  iκ ρσ  η =



P −m − γ P 2 2    1 iκ 1   μν    τρσ (k, k ) = Pμνρσ τ (k, k ) = ηρσ m1 − ( k+ k ) − γ{ρ (k + k )σ} 2 4 4     1 iκ 1 = ηρσ m1 − K − γ{ρ Kσ} 2 2 2 DF (q) =



where Ive deﬁned P = 12 ( p + p) and K = 12 ( k  + k). Its worthwhile to note ( q = p − p = k − k  ), now some contraction relations are 1 1 1 q2 1  · P =  · (p + p ) =  · (q + 2p) → Kμνα... (q + 2p)μ → − Kνα... − Ikνα... 2 2 2 4 2 2 1 1 1 q 1  · K =  · (k + k  ) =  · (2k − q) → Kμνα... (2k − q)μ → Kνα... + Ipνα... 2 2 2 4 2 1 ν α · · ·  · (P + K) = (Ipνα... − Ikνα... ) 2 Vpρσ ηρσ = −



iκ k ρσ η (3 ) = Vρσ 4



τ ρσ (p, p )ηρσ =



k σ Vρσ  →−



iκ [3 P − 4m] 2



iκ



ρ 4



 τρσ (k, k  )η ρσ =



p σ Vρσ  →−



iκ



ρ 8



iκ [−3 K + 4m] 2



 iκ  ρ 1 ρ ρ A ( P − m) − ( AP + γ A · P ) τ (p, p )Aσ = 2 2   iκ 1 1   σ τρσ (k, k )A = Aρ (m1 − K) − ( AKρ + γρ A · K) 2 2 2 ρσ







(H.9)



(H.10) (H.11)



which should, however, in its spirit, simplify the calculations to some less tedious (how much less tedious can be discussed...). Other than that its just a matter of completing the calculation.



H.2.1



The ﬁrst box calculation



The box p



k







(m1 , e1 )



(m2 , e2 ) p



k This diagram is deﬁned by  iM =



    iη  iP d4  δγ μνρσ  ρσ  δ u ¯ (p ) τ (z, p )D (z)τ (p, z) u(p) − F (2π)4 2 ( + q)2   × u¯(k  ) τ μν (x, k  )DF (x)τ γ (k, x) u(k)



where (ﬂopping an arrow costs a sign) x↑ =  + k z↑ = p −    iκ 1 {ρ σ} 1 ρσ τ (p − , p ) = V () + τ (p, p ) = γ  − η  + τ ρσ (p, p ) 2 4 2   iκ 1 1       (k, k  ) τρσ ( + k, k ) = Vρσ () + τρσ (k, k ) = − ηρσ  − γ{ρ σ} + τρσ 2 4 4 ρσ







ρσ



ρσ







Thus the full amplitude becomes 



  −iη    iP d4  1 μνρσ γδ ρσ  δ  iM = u¯p τ (z, p )DF (z)τ (p, z) up 4 2 2 2 2 (2π)  ( + q) ( + q)    × u¯k τ μν (x, k  )DF (x)τ γ (k, x) uk     ρσ γ     4 u ¯ [ p−



 + m ]γ u ¯ [ k+



 + m ]γ τ u τ 2 p k 1 γ uk ρσ d  p ≈ (2π)4 2 ( + q)2 [( + l)2 + m21 ][( − p)2 + m22 ] where the factor (−e1 e2 ) (stemming from the Dirac propagators) is omitted, only to be remembered later. Taking a closer look at the Dirac propagators, we get



[ p−  + m2 ]γ γ up = (2pγ − γ γ )up [ k+  + m1 ]γγ uk = (2k γ + γγ )uk



 iM ≈



    ρσ γ γ  γ   u ¯ [2p −



γ ] u u ¯ [2k +



γ ] τ τ p k γ uk ρσ d p (2π)4 2 ( + q)2 [( + l)2 + m21 ][( − p)2 + m22 ] 4



concentrating only at the inner part we can expand it to iM = u ¯p [iMin ]uk



" #  iMin = τ ρσ [2pγ − γ γ ] up u¯k τρσ [2k γ + γγ ] " # " #  #  #  " "  ¯k τρσ 4(p · k) + τ ρσ up u¯k τρσ (2  p) − τ ρσ (2  k) up u¯k τρσ − τ ρσ ( γ γ ) up u ¯k τρσ ( γγ ) = τ ρσ up u = Σ1 + Σ 2 + Σ 3 + Σ 4 (H.12)



thus we must work out these four separate contributions. Every one of these four can further be divided into even more separate parts, due to the vertices.



" #  τ ρσ up u¯k τρσ 4(p · k) The vertices can be divided into separate pieces as shown earlier, thus " #  #"  " #" #  τ ρσ up u¯k τρσ = V ρσ () + τ ρσ (p, p) up u¯k Vρσ () + τρσ (k, k  )



(H.13)



we see that (in any combination) " #  " #  #  " #  #  " " τ ρσ up u ¯k τρσ = V ρσ up u ¯k Vρσ + τ ρσ (p, p ) up u¯k τρσ (k, k  ) + V ρσ up u¯k τρσ (k, k  ) + τ ρσ (p, p ) up u ¯k Vρσ (H.14)



using the contractions above, we can write out the individual terms " #  κ2 = −  [up u¯k ]  V ρσ up u¯k Vρσ 8 2 " # κ  − 2( P − m2 )[up u¯k ](3 P − 4m2 )+ P [up u¯k ](2m1 − K) (k, k  ) = τ ρσ (p, p ) up u¯k τρσ 8  ρ − K [up u¯k ] P − γ [up u¯k ]γρ (K · P )  κ2  →



P [up u¯k ] K− K [up u¯k ] P − γ ρ [up u¯k ]γρ (K · P ) 8  2 " # κ 5  (k, k  ) = 2 2 [up u¯k ](3m1 − K) + γ ρ [up u¯k ]γρ (K · )+ K [up u¯k ]  V ρσ up u¯k τρσ 4 2  κ2  → 2 [up u¯k ] K+ K [up u¯k ]  + γ ρ [up u¯k ]γρ ( · K) 4  2 # " κ  = 2 2(2 P − 3m1 )[up u¯k ] +  [up u¯k ] P + γ ρ [up u¯k ]γρ ( · P ) τ ρσ (p, p ) up u¯k Vρσ 4  κ2  ρ → 2  [up u¯k ] P − 2 P [up u¯k ]  + γ [up u¯k ]γρ ( · P ) 4



The interesting part at the moment is (using Dirac equation)



" #  κ2  V up u¯k Vρσ = −  [up u¯k ]  8  2 # " κ 



P [up u¯k ] K− K [up u¯k ] P − γ ρ [up u¯k ]γρ (K · P ) (k, k  ) = τ ρσ (p, p ) up u¯k τρσ 8  2 " # κ  (k, k  ) = 2 [up u¯k ] K+ K [up u¯k ]  + γ ρ [up u¯k ]γρ ( · K) V ρσ up u¯k τρσ 4  # " κ2   = 2  [up u¯k ] P − 2 P [up u¯k ]  + γ ρ [up u¯k ]γρ ( · P ) τ ρσ (p, p ) up u¯k Vρσ 4 (H.15) ρσ



Where the initial expansion is the most generalized expression, without rearranging the gamma matrices, thus without the use of the Dirac equation (mainly for reusing it in the following expansions). The arrow is just the most proper rearranged version of the latter. Now inserting the respective integrals we obtain the sum of all terms (in the NRL)



2



κ Σ = 4 1



(



1  2 2 2 [γ |γρ] m1 m2 (Ip − Ik ) − 2q m1 m2 g4 − 2m1 m2 K + m1 m32 |(−γ − 2c4 ) 2 ) ρ



+ m21 m22 |(2γ − β − 4f4 ) + m31 m2 |2(β − b4 ) (H.16) # " ( where i have replaced up u¯k with | in H.16 )



" #  τ ρσ up u¯k τρσ (2  p) The factor 2 will be omitted. The vertices can be divided into separate pieces as shown earlier, thus



" #" # " #  #"   = V ρσ () + τ ρσ (p, p ) up u¯k Vρσ () + τρσ (k, k  )  p τ ρσ up u¯k τρσ we see that (in any combination again)



" #  " #  #  "



 p = V ρσ up u¯k Vρσ



 p + τ ρσ (p, p) up u¯k τρσ (k, k  )  p τ ρσ up u¯k τρσ " " # #   + V ρσ up u¯k τρσ (k, k  )  p + τ ρσ (p, p ) up u¯k Vρσ



 p



(H.17) (H.18)



using the contractions above, we can write out the individual terms " # 



 p=0 V ρσ up u¯k Vρσ #  " κ2  τ ρσ (p, p) up u¯k τρσ (k, k  )  p =



P [upu¯k ](2m1 − K)  p− K [up u¯k ] P  p 8  ρ  − γ [up u¯k ]γρ  p (P · K)  " #  κ2  V ρσ up u¯k τρσ (k, k  )  p = 2 γ ρ [up u¯k ]γρ  p( · K)+  [up u¯k ](6m1 − 5 K)  p 4  2 " # κ 



 p = 2  [up u¯k ] P  p + γ ρ [up u¯k ]γρ  p( · P ) τ ρσ (p, p ) up u¯k Vρσ 4 (H.19) ( 1  2 κ [γ ρ |γρ ] (m22 ap2 − m1 m2 ak2 ) + 2q 2 m2 (m1 + m2 )g4 − 2m1 m22 (m1 β + m2 γ) Σ2 = 8 2 ) + m31 m2 |b4 + m21 m22 |(b4 + 2f4 ) + m1 m32 |(c4 + 2f4 ) + m42 |c4 (H.20)



" #  τ ρσ (2  k) upu¯k τρσ The vertices can be divided into separate pieces as shown earlier, thus " " # " # #  #"   = V ρσ () + τ ρσ (p, p )  k up u¯k Vρσ () + τρσ (k, k  ) τ ρσ  k up u¯k τρσ



(H.21)



we see that (in any combination) " " " #  #  #  = V ρσ  k up u¯k Vρσ + τ ρσ (p, p)  k up u¯k τρσ (k, k  ) τ ρσ  k up u¯k τρσ # #  " "  + V ρσ  k up u¯k τρσ (k, k  ) + τ ρσ (p, p )  k up u¯k Vρσ



(H.22)



using the contractions above, we can write out the individual terms #  " =0 V ρσ  k up u¯k Vρσ #  " κ2  τ ρσ (p, p )  k up u¯k τρσ (k, k  ) = − 2( P − m2 )  k[up u¯k ](3 P − 4m2 )+ P  k[up u¯k ] K 8  − K  k[up u¯k ] P − γ ρ  k[up u¯k ]γρ (K · P )  #  " κ2  (k, k  ) = 2 γ ρ  k[up u¯k ]γρ (K · )+ K  k[up u¯k ]  V ρσ  k up u¯k τρσ 4  2 # " κ  = 2 2(2 P − 3m1 )  k[up u¯k ]  + γ ρ  k[up u¯k ]γρ ( · P ) τ ρσ (p, p )  k up u¯k Vρσ 4 (H.23)



2



κ Σ = 8 3



(



1  p k 2 2 [γ |γρ ] m1 (m2 a2 − m1 a2 ) + 4q m1 (m2 − 5m1 )g4 − 2m1 m2 (m1 β + m2 γ) 2 ) ρ



+ m1 m32 |4c4 + m21 m22 |(8f4 − 5c4 ) + m31 m2 |(4b4 − 10f4 ) + m41 |(−5b4 ) (H.24)



" #  τ ρσ γ γ up u¯k τρσ



γγ The last " #  " #"  " # # 



γγ = V ρσ () + τ ρσ (p, p) γ γ up u¯k Vρσ () + τρσ (k, k  ) γγ τ ρσ γ γ up u¯k τρσ possibilities " #  " #  " #  τ ρσ γ γ up u¯k τρσ



γγ = V ρσ γ γ up u¯k Vρσ



γγ + τ ρσ (p, p) γ γ up u¯k τρσ (k, k  ) γγ (H.25) " # " #   (k, k  ) γγ + τ ρσ (p, p ) γ γ up u¯k Vρσ



γγ + V ρσ γ γ up u¯k τρσ (H.26) contracting everything " #  V ρσ γ γ up u¯k Vρσ



γγ = 0 " #  κ2  τ ρσ (p, p ) γ γ up u¯k τρσ (k, k  ) γγ = − 2( P − m2 ) γ γ [up u¯k ](3 P − 4m2 ) γγ 8 + P γ γ [up u¯k ](2m1 − K) γγ − K γ γ [up u¯k ] P γγ  − γ ρ γ γ [up u¯k ]γρ γγ (K · P )  " #  κ2  ρ ρσ γ  γ ρ γ V γ up u¯k τρσ (k, k ) γγ = 2 γ γ [up u¯k ]γ γ ( · K) 4  2 " # κ 



γ γ = 2 γ ρ γ γ [up u¯k ]γ ρ γ γ ( · P ) τ ρσ (p, p ) γ γ up u¯k Vρσ 4 (H.27) (  q2 1  2 κ p 4 ρ μ γ k ρ γ [γ γ γ |γρ γμ γγ ] (d3 − d3 ) − m1 m2 + [γ γ |γρ γγ ] (m22 bp3 − m21 bk3 ) Σ = 8 4 4 )  2 2 − m1 m2 (b4 m1 + m2 c4 + 2m1 m2 f4 )



(H.28)



Now that we have found all the individual parts, we can follow



iM = u¯p [iMin ]uk iMin = Σ1 + Σ2 − Σ3 − Σ4



(H.29) (H.30)



and this yields using H.16, H.20, H.24 and H.28 if expanding iMin to lowest order in q iM =



H.2.2



−3e1 e2 m1 m2 (4L + 11S) 128π 2



(H.31)



The second box calculation p



k



(m1 , e1 )







(m2 , e2 ) p



k This diagram is deﬁned by  iM =



   iη  iP  d4  δγ μνρσ  δ  ρσ u¯(p ) τ (z, p )DF (z)τ (p, z) u(p) − 2 × (2π)4  ( + q)2   u¯(k  ) τ γ (x, k  )DF (x)τ μν (k, x) u(k) (H.32)



where (ﬂopping an arrow costs a sign) x↑ =  + k z↑ = p −  Thus the full amplitude becomes    iP   −iη  1 d4  μνρσ γδ δ  ρσ  u ¯ (z, p )D (z)τ (p, z) u iM = τ p F p (2π)4 2 ( + q)2 ( + q)2 2   γ  μν  × u¯k τ (x, k )DF (x)τ (k, x) uk     γ ρσ   γ [ p−  + m2 ]τ  γγ [ k+  + m1 ]τρσ (k, x) uk 4 u ¯ (p, z) u u ¯ p p k d = −e1 e2 (2π)4 2 ( + q)2 [( + l)2 + m21 ][( − p)2 + m22 ] Going to the NRL we get ( the gamma matrices vanish in the NRL )



u¯p γ γ [ p−  + m2 ] = u¯p γ γ (2m2 − ) u¯k γγ [ k+  + m1 ] = u¯k γ γ (2m1 + )



 iM = −e1 e2



    γ ρσ   u ¯ [2m −



]τ (p, z) u u ¯ [2m +



]τ (k, x) uk γ γ 2 p k γ 1 ρσ d p (2π)4 2 ( + q)2 [( + k)2 + m21 ][( − p)2 + m22 ] 4



concentrating only at the inner part we can expand it to



iM = u¯p [iMin ]uk



" #  iMin = γ γ [2m2 − ]τ ρσ up u¯k γγ [2m1 + ]τρσ " #  " # " #   = (4m1 m2 )γ γ τ ρσ up u¯k γγ τρσ + (2m2 )γ γ τ ρσ up u¯k γγ τρσ − (2m1 )γ γ τ ρσ up u¯k γγ τρσ " #  − (γ γ )τ ρσ up u¯k (γγ )τρσ = Σ1 + Σ2 + Σ3 + Σ4 (H.33) thus we must work out these four separate contributions. Every one of these four can further be divided into even more separate parts, due to the vertices.



" #  (4m1m2 )γ γ τ ρσ up u¯k γγ τρσ The vertices can be divided into separate pieces as shown earlier, thus (ignoring the gamma matrices due to the NRL) " #  #"  " #" #  = V ρσ () + τ ρσ (p, p) up u¯k Vρσ () + τρσ (k, k  ) τ ρσ up u¯k τρσ



(H.34)



we see that (in any combination) " " #  " #  #  = V ρσ up u¯k Vρσ + τ ρσ (p, p) up u¯k τρσ (k, k  ) τ ρσ up u¯k τρσ " # #  "  (k, k  ) + τ ρσ (p, p ) up u¯k Vρσ (H.35) + V ρσ up u¯k τρσ using the contractions above, we can write out the individual terms " #  κ2



 [up u V ρσ up u ¯k Vρσ =− ¯k  ]  (H.36) 8 " #  κ2 ρ γ [up u ¯k τρσ (k, k ) = ¯k ]γρ (p · k) (H.37) τ ρσ (p, p ) up u 8  " #  κ2  3  [up u ¯k τρσ (k, k ) = ¯k ]m1 + γ ρ [up u ¯k ]γρ ( · k) + 2( k[up u ¯k ] − [up u ¯k ] k) V ρσ up u 16 (H.38)   " #  κ2



p [up u ¯k Vρσ = ¯k ] +  [up u ¯k ] p + γ ρ [up u ¯k ]γρ ( · p) (H.39) τ ρσ (p, p ) up u 16



Going " to #the NRL (than we can ignore the momentum contracted with gamma matrices and up u¯k turns into 2m1 m2 ) slowly we can simply it even more.



Now inserting the respective integrals we obtain (the sum of all terms) ( ) 2   κ [1|1] 2(p · k) +  · (p + k) + |(3m1 + 2m2 ) − 2 |  Σ1 = 16



(H.40)



# " ( where i have replaced up u¯k with | in H.79 )



" #  τ ρσ up u¯k τρσ (2  p) We can omit the factor 2 and pull out the mass ( p ≈ m2 for later use) since we are working in the NRL. The vertices can be divided into separate pieces as shown earlier, thus formally " #  #"  " #" #  τ ρσ up u¯k τρσ = V ρσ () + τ ρσ (p, p ) up u¯k Vρσ () + τρσ (k, k  )  p we see that (in any combination again) " #  " #  #  " τ ρσ up u¯k τρσ



 p = V ρσ up u¯k Vρσ



 p + τ ρσ (p, p) up u¯k τρσ (k, k  )  p " " # #   + V ρσ up u¯k τρσ (k, k  )  p + τ ρσ (p, p ) up u¯k Vρσ



 p



(H.41) (H.42)



using the contractions above, we can write out the individual terms " #  V ρσ up u¯k Vρσ



=0  " #  κ2  τ ρσ (p, p ) up u¯k τρσ p·k |  (k, k  )  = 8  2 " # κ  V ρσ up u¯k τρσ (k, k  )  = 2 ( · k)|  + m1 |  4  2 " # κ 



 = 2 ( · p)|  + m2 |  τ ρσ (p, p ) up u¯k Vρσ 4 Σ2 =



  κ2  2(p · k) +  · (p + k) |  + (m1 + m2 ) |  16



(H.43)



(H.44)



#  " τ ρσ (2  k) upu¯k τρσ The vertices can be divided into separate pieces as shown earlier, thus " " # " # #  #"   = V ρσ () + τ ρσ (p, p )  k up u¯k Vρσ () + τρσ (k, k  ) τ ρσ  k up u¯k τρσ



(H.45)



we see that (in any combination) #  #  #  " " " = V ρσ  k up u¯k Vρσ + τ ρσ (p, p)  k up u¯k τρσ (k, k  ) τ ρσ  k up u¯k τρσ # #  " "  + V ρσ  k up u¯k τρσ (k, k  ) + τ ρσ (p, p )  k up u¯k Vρσ



(H.46)



using the contractions above, we can write out the individual terms #  " =0 V ρσ  up u¯k Vρσ  #  " κ2 



| p · k τ ρσ (p, p )  up u¯k τρσ (k, k  ) = 8  2 # " κ  V ρσ  up u¯k τρσ (k, k  ) = 2 |( · k) + 2m1 |  4  2 # " κ  = 2 |( · p) + m2 |  τ ρσ (p, p )  up u¯k Vρσ 4 Σ3 =



  κ2  



| 2(p · k) +  · (p + k) + (2m1 + m2 ) |  16



(H.47)



(H.48)



" #  τ ρσ γ γ up u¯k τρσ



γγ The last " #  " #"  " # # 



γγ = V ρσ () + τ ρσ (p, p) γ γ up u¯k Vρσ () + τρσ (k, k  ) γγ τ ρσ γ γ up u¯k τρσ possibilities " #  " #  " #  τ ρσ γ γ up u¯k τρσ



γγ = V ρσ γ γ up u¯k Vρσ



γγ + τ ρσ (p, p) γ γ up u¯k τρσ (k, k  ) γγ (H.49) " # " #   (k, k  ) γγ + τ ρσ (p, p ) γ γ up u¯k Vρσ



γγ + V ρσ γ γ up u¯k τρσ (H.50) contracting everything " # 



γγ = 0 V ρσ γ γ up u¯k Vρσ " #  κ2 (k, k  ) γγ = (p · k) |  τ ρσ (p, p ) γ γ up u¯k τρσ 8 " # κ2  (k, k  ) γγ = 2 | ( · k) V ρσ γ γ up u¯k τρσ 4 2 " # κ 



γ γ = 2 | ( · p) τ ρσ (p, p ) γ γ up u¯k Vρσ 4



(H.51)



Σ4 =



  κ2



|  2(p · k) +  · (p + k) 16



(H.52)



Now that we have found all the individual parts, we can follow



iM = u¯p [iMin ]uk iMin = (4m1 m2 )Σ1 − Σ2 + (2m2 )Σ3 − (2m1 )Σ4



(H.53) (H.54)



and this yields using H.40, H.44, H.48 and H.52 (if expanding iMin up to q 2 ) e1 e2 m21 m2 (2L + S) e1 e2 m1 m2 2 S iM = + 4π 2 4π 2



H.3



(H.55)



The ﬁrst crossed box calculation



H.3.1



The crossed box



This diagram is deﬁned by  iM =



   iη  iP  d4  δγ μνρσ  δ  ρσ u ¯ (p ) τ (y, p )D (y)τ (p, y) u(p) − × F (2π)4 2 ( + q)2    μν  γ u¯(k ) τ (x, k )DF (x)τ (k, x) u(k)



where (ﬂopping an arrow costs a sign)



↓



x↑ =  + k y ↑ =  + p z =+q The relations   1 {ρ σ} 1 ρσ iκ − γ  + η  + τ ρσ (p, p ) τ (p, p + ) = V (−) + τ (p, p ) = 2 4 2   iκ 1 1       τρσ ( + k, k ) = Vρσ () + τρσ (k, k ) = (k, k  ) − ηρσ  − γ{ρ σ} + τρσ 2 4 4 ρσ







ρσ



ρσ







Thus the full amplitude becomes 



   iη  iP  d4  δγ μνρσ  δ  ρσ u ¯ (p ) τ (y, p )D (y)τ (p, y) u(p) − × F (2π)4 2 ( + q)2   u¯(k  ) τ μν (x, k  )DF (x)τ γ (k, x) u(k)     γ  ρσ     4 u ¯ [ +



p + m ]τ u ¯ [ +



k + m ]γ γ u τ 2 p k 1 γ uk ρσ d p ≈ (2π)4 2 ( + q)2 [( + k)2 + m21 ][( + p )2 + m22 ]



iM =



where the factor (e1 e2 ) (stemming from the Dirac propagators) is omitted, only to be remembered later. Taking a closer look at the Dirac propagators, we get ( going to the NRL straightaway ) u¯p γ γ [ + p + m2 ] ≈ u¯p (2m2 + ) [ + k + m1 ]γγ uk ≈ (2m1 + )uk



 iM ≈



    ρσ  d4  u¯p [  + 2m2 ]τ up u¯k τρσ [  + 2m1 ] uk (2π)4 2 ( + q)2 [( + k)2 + m21 ][( + p )2 + m22 ]



concentrating only at the inner part we can expand it to iM = u ¯p [iMin ]uk  iMin = [  + 2m2 ]τ ρσ up u ¯k τρσ [  + 2m1 ] " # " #  " #  " #  ρσ  ¯k τρσ + (2m2 )τ ρσ up u ¯k τρσ



 + (2m1 ) τ ρσ up u ¯k τρσ + τ ρσ up u ¯k τρσ



 = (4m1 m2 )τ up u



= (4m1 m2 )Σ1 + (2m2 )Σ2 + (2m1 )Σ3 + Σ4 (H.56)



thus we must work out these four separate contributions. Every one of these four can further be divided into even more separate parts, due to the vertices.



" #  τ ρσ up u¯k τρσ (4m1m2 ) The vertices can be divided into separate pieces as shown earlier, thus " #  #"  " #" #  τ ρσ up u¯k τρσ = V ρσ () + τ ρσ (p, p) up u¯k Vρσ () + τρσ (k, k  )



(H.57)



we see that (in any combination) " #  " #  #  " τ ρσ up u¯k τρσ = V ρσ up u¯k Vρσ + τ ρσ (p, p) up u¯k τρσ (k, k  ) " " # #   + V ρσ up u¯k τρσ (k, k  ) + τ ρσ (p, p ) up u¯k Vρσ (H.58)



using the contractions above, we can write out the individual terms, and the interesting part is (using Dirac equation) " #  κ2



 [up u¯k ]  V ρσ up u¯k Vρσ = 8 #  " κ2 (k, k  ) = − m1 [up u¯k ]m2 τ ρσ (p, p ) up u¯k τρσ 8  2 " # κ  V ρσ up u¯k τρσ (k, k  ) = − 2 2 [up u¯k ]m1 + γ ρ [up u¯k ]γρ ( · K) 4  2 # " κ ρσ   ρ τ (p, p ) up u¯k Vρσ = 2 − m2 [up u¯k ]  + γ [up u¯k ]γρ ( · P ) 4



(H.59)



Now summing up the respective parts we obtain (in the NRL) ( ) 2 κ 2 |  − 2m1 |m2 − |(2m1 + m2 ) + [ | ] · (P − K) Σ1 = 16



(H.60)



# " ( where i have replaced up u¯k with | in H.79 )



" #  τ ρσ up u¯k τρσ



 Using the same expansion as earlier of the vertices " #  #"  " #" #  = V ρσ () + τ ρσ (p, p ) up u¯k Vρσ () + τρσ (k, k  )  τ ρσ up u¯k τρσ we see that (in any combination again) " #  " #  #  "



 = V ρσ up u¯k Vρσ



 + τ ρσ (p, p ) up u¯k τρσ (k, k  )  τ ρσ up u¯k τρσ " " #  #  + V ρσ up u¯k τρσ (k, k  )  + τ ρσ (p, p ) up u¯k Vρσ







(H.61) (H.62)



using the contractions above, we can write out the individual terms " # 



=0 V ρσ up u¯k Vρσ " #  κ2 τ ρσ (p, p) up u¯k τρσ (k, k  )  = − m1 m2 |  8  2 " # κ  (k, k  )  = − 2 ( · K)|  + m1 |  V ρσ up u¯k τρσ 4  2 # " κ ρσ    τ (p, p ) up u¯k Vρσ  = 2 ( · P )|  + m2 |  4 κ2 Σ2 = 16



(H.63)



)



(



| (m2 − m1 ) +  · (P − K)|  − 2m1 m2 | 



(H.64)



" #  τ ρσ  up u¯k τρσ The vertices can be divided into separate pieces as shown earlier, thus #  #"  " " # " #  τ ρσ  up u¯k τρσ = V ρσ () + τ ρσ (p, p )  up u¯k Vρσ () + τρσ (k, k  )



(H.65)



we see that (in any combination) #  #  #  " " " τ ρσ  up u¯k τρσ = V ρσ  up u¯k Vρσ + τ ρσ (p, p )  up u¯k τρσ (k, k  ) #  #  " " (k, k  ) + τ ρσ (p, p )  up u¯k Vρσ + V ρσ  up u¯k τρσ



(H.66)



using the contractions above, we can write out the individual terms " # 



V ρσ up u¯k Vρσ =0 #  " κ2



τ ρσ (p, p ) up u¯k τρσ (k, k  ) = − |m1 m2 8  2 " # κ 



V ρσ up u¯k τρσ (k, k  ) = − 2 |( · K) + m1 |  4  2 # " κ ρσ   



τ (p, p ) up u¯k Vρσ = 2 |( · P ) − 2m 2 |  4 ( ) 2 κ



| · (P − K)− | (m1 + 2m2 ) − 2 |m1 m2 Σ3 = 16



(H.67)



(H.68)



" # 



τ ρσ upu¯k τρσ



 The last " # # " #  " #"  



τ ρσ up u¯k τρσ



 = V ρσ () + τ ρσ (p, p) γ γ up u¯k Vρσ () + τρσ (k, k  )  possibilities " #  " #  " # 



 = V ρσ γ γ up u¯k Vρσ



 + τ ρσ (p, p ) γ γ up u¯k τρσ (k, k  ) 



τ ρσ up u¯k τρσ " # " #   + V ρσ γ γ up u¯k τρσ (k, k  )  + τ ρσ (p, p) γ γ up u¯k Vρσ







(H.69) (H.70)



contracting everything " # 



V ρσ up u¯k Vρσ



=0   #  " κ2 (k, k  )  = − m1 m2 [up u¯k ] 



τ ρσ (p, p ) up u¯k τρσ 8  " # κ2  



V ρσ up u¯k τρσ (k, k  )  = − 2 [up u¯k ]  ( · K) 4  2 " # κ 



 = 2 [up u¯k ]  ( · P )



τ ρσ (p, p ) up u¯k Vρσ 4



(H.71)



κ2 Σ4 = 16



(



)



|  · (P − K) − 2m1 m2 | 



(H.72)



Now that we have found all the individual parts, we can follow



iM = u¯p [iMin ]uk iMin = (4m1 m2 )Σ1 + (2m2 )Σ2 + (2m1 )Σ3 + Σ4



(H.73) (H.74)



and this yields using H.60, H.64, H.68 and H.72 (if expanding iMin up to q 0 or higher)



iM =



H.3.2



e1 e2 m1 m2 (L + 7S) 32π 2



(H.75)



The second crossed box calculation



The last of the box diagrams. This diagram is deﬁned by  iM =



   d4  iηδγ  iPμνρσ   μν  γ u ¯ (p ) τ (y, p )D (y)τ (p, y) u(p) − F (2π)4 ( + q)2 2    δ  ρσ u¯(k ) τ (x, k )DF (x)τ (k, x) u(k)



where (ﬂopping an arrow costs a sign)



↓



x↑ =  + k y ↑ =  + p z =+q Thus the full amplitude becomes     iηδγ  iPμνρσ  d4   μν  γ u ¯ (p ) τ (y, p )D (y)τ (p, y) u(p) − iM = F (2π)4 ( + q)2 2    δ  ρσ × u¯(k ) τ (x, k )DF (x)τ (k, x) u(k)     μν   γ     τ  γγ [ + k + m1 ]τ 4 u ¯ (y, p )[ +



p + m ]γ u ¯ (x, k ) uk u p 2 p k μν d ≈ (2π)4 2 ( + q)2 [( + k)2 + m21 ][( + p )2 + m22 ]



where the factor (e1 e2 ) (originating from the QED vertices) is omitted, only to be remembered later. The fermions in the NRL become [ + p + m2 ]γ γ ≈ (2m2 + ) γγ [ + k + m1 ] ≈ (2m1 + )



 iM ≈



    μν     d4  u¯ τ (y, p )[  + 2m2 ] up u¯k [  + 2m1 ]τμν (x, k ) (2π)4 2 ( + q)2 [( + k)2 + m21 ][( + p )2 + m22 ] p



concentrating only at the “inner” part we can expand it to iM = u¯p [iMin ]uk  iMin = τ μν [  + 2m2 ]up u ¯k [  + 2m1 ]τμν " # " # #  # " "    = (4m1 m2 )τ μν up u ¯k τμν + (2m2 )τ μν up u ¯k τμν + (2m1 )τ μν  up u ¯k τμν + τ μν  up u¯k τμν



= (4m1 m2 )Σ1 + (2m2 )Σ2 + (2m1 )Σ3 + Σ4 (H.76)



thus we must work out these four separate contributions. Every one of these four can further be divided into even more separate parts, due to the vertices, which are a sum of the “bare” vertex and a loop part.



" #  τ ρσ up u¯k τρσ (4m1m2 ) The vertices can be divided into separate pieces as shown earlier, thus " #  #"  " #" #  = V ρσ () + τ ρσ (p, p) up u¯k Vρσ () + τρσ (k, k  ) τ ρσ up u¯k τρσ



(H.77)



we see that (in any combination) " " #  " #  #  τ ρσ up u¯k τρσ = V ρσ up u¯k Vρσ + τ ρσ (p, p) up u¯k τρσ (k, k  ) " #  #  " + V ρσ up u¯k τρσ (k, k  ) + τ ρσ (p, p ) up u¯k Vρσ using the contractions above, we can write out the individual terms, and the interesting part is (using Dirac equation) " #  κ2



 [up u¯k ]  = VNρσ up u¯k Vρσ 8 #  " κ2 (k, k) = m1 [up u¯k ]m2 τ ρσ (p , p ) up u¯k τρσ 8 " # κ2   m1 [up u¯k ]  + VNρσ up u¯k τρσ (k, k) = − 8 " #  κ2  m2 [up u¯k ]  + =− τ ρσ (p , p ) up u¯k Vρσ 8



 1 ρ γ [up u¯k ]γρ ( · k) 2  1 ρ γ [up u¯k ]γρ ( · p ) 2



(H.78)



Now summing up the respective parts we obtain (in the NRL)



κ2 Σ1 = 8



(



1



|  + m1 |m2 − |(m1 + m2 ) − [ | ] · (p + k) 2



) (H.79)



# " ( where i have replaced up u¯k with | or [ | ] in H.79 )



" #  τ ρσ up u¯k τρσ Using the same expansion as earlier of the vertices and inserting the loop parameter in its proper place yields the following contributions " #  VNρσ up u¯k Vρσ =0 # " κ2  τ ρσ (p , p ) up u¯k τρσ (k, k) = m1 m2 |  8  " # κ2   (k, k) = − 2 m1 |  + ( · k)|  VNρσ up u¯k τρσ 4  # " κ2   = − 2 m2 |  + ( · p )|  τ ρσ (p , p ) up u¯k Vρσ 4



κ2 Σ = 8



(



2



1 1 − (m1 + m2 ) |  −  · (p + k)|  + m1 m2 |  2 2



(H.80)



) (H.81)



#  " τ ρσ  up u¯k τρσ Doing as before we get " #  VNρσ  up u¯k Vρσ =0 #  " κ2 (k, k) = τ ρσ (p , p )  up u¯k τρσ



|m1 m2 8  #  " κ2  VNρσ  up u¯k τρσ (k, k) = − 2 m1 | + |( · k) 4  2 " # κ  τ ρσ (p , p )  up u¯k Vρσ = − 2 m2 | + |( · p ) 4



κ2 Σ3 = 8



(



1 1



|m1 m2 − | · (p + k) − (m1 + m2 ) |  2 2



(H.82)



) (H.83)



" # 



τ ρσ upu¯k τρσ



 The contribution # "  VNρσ  up u¯k Vρσ =0 " # κ2  τ ρσ (p , p )  up u¯k τρσ (k, k) = m1 m2 [up u¯k ]  8  " # κ2   VNρσ  up u¯k τρσ (k, k) = − 2 [up u¯k ]  ( · k) 4  # " κ2  ρσ      τ (p , p )  up u¯k Vρσ = − 2 [up u¯k ]  ( · p ) 4 ( ) 2 κ m1 m2 | − |  · (p + k) Σ4 = 8



(H.84)



(H.85)



Now that we have found all the individual parts, we can follow



iM = u¯p [iMin ]uk iMin = (4m1 m2 )Σ1 + (2m2 )Σ2 + (2m1 )Σ3 + Σ4



(H.86) (H.87)



and this yields using H.79, H.81, H.83 and H.85 (if expanding iMin upto q 0 or higher)



iM =



H.4



e1 e2 m1 m2 (L + 3S) 32π 2



(H.88)



Potential contributions from all the box diagrams



Summing up all the contributions from each of the box and crossed box diagrams we get the amplitude iM(2+) = −i



3e1 e2 Lm1 m2 7e1 e2 m1 m2 S e1 e2 m1 m2 −i = −i (6L + 7S) 2 2 32π 64π 64π 2



taking into account the front-factor



κ2 8



=



(H.89)



32πG 8



iMbox,boxcr = −i



e1 e2 m1 m2 G (6L + 7S) 16π



(H.90)



This corresponds to the potential contribution V (r)(2+) = G



e1 e2 7(m1 + m2 ) 3 ( − 3) 2 2 64π π r πr



(H.91)



c ˜ = 137 we when reinserting the physical factors (, c, 0 ) and writing the result in terms of α get ˜ ˜ 3 e˜1 e˜2 αG 7 e˜1 e˜2 (m1 + m2 )αG V (r)(2+) = − + (H.92) 3 3 2 2 16 πc r 16 cr



Its quite amazing to see that the potential parts, which were exactly missing or were a little diﬀerent in comparison with [46] - as are calculated in this thesis, are exactly analytically produced by these four diagrams. It is very reassuring to see that we are on the right track. Numerically this result also almost ﬁts, but the calculations need to be “reﬁned” with inclusion of the omitted terms w, W and also. If one wants explicitly to see how the momenta couple to the spin, one should avoid not to go to the NRL too early in the calculations.
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