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Abstract Reverse Engineering (RE) is the process of reconstructing a computerized model from a digitized object. Recently, RE has begun to play an essential role in CAD systems due to its robustness with respect to real 3D complex objects. In Reverse Engineering, laser scanners are commonly used for RE since they can sample 3D range images fast and very accurately relative to other technologies. Several open problems in the literature are viewed as a bottleneck in the RE reconstruction process: (1) The data size is enormous (2) The data is noisy (3) The topology is unknown, and sampled point connectivity relations are undefined. Moreover, the reconstructed CAD model should be compatible with current CAD systems. This research proposes a new approach utilizing neural network techniques to overcome these problems. Neural networks generalize information by learning from data examples, making them suitable for RE tasks. This research utilizes and extends neural networks that employ competitive learning techniques, such as self-organizing maps (SOM) and the neural gas neural network technique. This work proposes two new approaches for reconstructing objects from multiple range images, both of which rely mainly on neural network algorithms. In the first approach, a parametric surface is reconstructed from each range image. Then, surfaces are merged together in order to reconstruct the boundary surface of the volumetric object. The parameterization problem, defining the connectivity between sampled points is solved using PDE (Partial Differential Equation) and SOM (Self Organizing Map) Neural Network. Then, an extension to 3D SOM methods is proposed for a single range image. Efficient B-Spline surface fitting methods were developed: (1) Control Mesh Approximation (CMA), which creates a fast initial approximation; (2) Gradient Descent Algorithm (GDA), which is based on an iterative LSQ technique; (3) Random Surface Error Correction (RSEC), which is based on the SOM method. The second reconstruction approach reconstructs a triangular mesh, approximating the geometry and deriving the topology from the cloud of points. This approach solves the difficult topology detection problem by extending the neural gas concept beyond the original algorithm. For feasibility of the reconstruction process, examples of several freeform objects with arbitrary topology will be presented.
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1 Introduction Reverse Engineering (RE) is the process of reconstructing a computerized model from a digitized object. Recently, RE has begun to play an essential role in CAD systems due to its robustness with respect to real 3D complex objects. Laser scanners are commonly used in RE since they can sample 3D range images fast and very accurately relative to other technologies. However, a laser scanner system provides an enormous amount of digitized point data that is irregular and scattered and therefore it requires intensive processing in order to reconstruct the surface model of the object. Several open problems in the literature are viewed as a bottleneck in the RE reconstruction process: (1) The data size is enormous and oversized for the shape they represent. (2) The data is noisy, leading to reconstruction of an oscillating surface. (3) The topology is unknown; therefore, point connectivity relations are undefined. Moreover, the reconstructed CAD model should be compatible with current CAD systems. A comprehensive review that includes comparison of reverse engineering techniques is provided in [VAR97]. In the literature, reconstruction of an existing object is usually based on the following stages: 1. Data acquisition 2. Range image registration 3. Topology detection 4. Segmentation 5. 3D freeform surface reconstruction. Some reconstruction techniques may omit some of the stages above. However, the stages described above appear in most methods. The stages are described in the following sections followed by a presentation of solution methods as they appear in the literature. 1.1



Data acquisition



The data acquisition stage deals with sampling of physical objects. The most common sampling method today is laser scanning, which generates range data. Other sampling techniques include (1) CMM machines [MEN96] that generate sets of points; (2) cameras that produce intensity images or a stereoscopic image (digital photogrammetry); (3) acoustic sampling devices, such as sonar, that generate height maps; and (4) medical scanning devices such as CT and MRI that generate volumetric information. The data acquired from these devices is noisy and has significant problems such as occlusion. An elaborate discussion on these problems, including the advantages and disadvantages of the methods, can be found in [VAR97, MAN98]. This research focuses on range data obtained from a laser scanner. This technology is preferred due to its speed, robustness and accuracy relative to other methods. A range image obtained from a laser scanner contains large amounts of data, usually tens of thousands of points. The data is reduced for one of the following reasons: (1) the data contains redundant points; (2) some reconstruction methods are not suitable for large amounts of data; (3) sampling errors occur, making the data less reliable. After sampling, unneeded data is filtered either by user intervention or by automatic methods.
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Registration



A range image obtained from a laser sampling device consists of a set of points in space (x,y,z) that produces a 2½D height map in the local coordinate system of the laser. The object has to be scanned from several directions to solve occlusion problems. The local coordinates of each view must be transformed into a global coordinate system, taking into account the laser scanner position and orientation compared to the object. This process of transforming the local coordinate system of the views to a global coordinate system is called registration. The most common technique found in the literature for solving the registration problem is referred to as ICP (iterate closest point). An instance of this technique, is presented in [CHE92]. It was extended to produce better results for multiple views in [BER96]. Another registration method is mapping curvature information of views to a sphere, so that the transformation between spheres is obtained from two views [HIG95]. At the end of the registration phase, the data consists of a cloud of points that represents the boundary of the object. However, errors are added to the cloud during the registration process. 1.3



Topology detection



The scans produced by the laser scanner usually lack connectivity information between the points. This topological information is essential for correct representation of the CAD model. The CAD model should represent objects of different genus as well as approximate their geometry. The most common method for topology detection is based on creation of a triangular mesh that represents the scanned object. There are several triangulation methods: (1) local projection techniques [MEE00]; (2) methods that use triangulation per view and merge the triangles after registration [TUR94]; (3) methods that use Delaunay triangulation as a base for the final triangulation [AME98, AME99, EDE94, GUO97]. Local projection techniques are fast but are based on greedy methods. Methods that use perview triangulation are also fast. However, some information is lost during the merging process. Methods that employ Delaunay triangulation are more complex and time consuming. However, these methods are preferable since Delaunay triangulation is a dual to the Voronoi diagram [EDE87, PRE85] that represents neighborhood relations between points in space. Since 3D Delaunay triangulation does not always represent the boundary of the scanned object, usually a subset of this triangulation is chosen. This subset can be the crust of the object [AME98] or a more elaborate representation, such as alpha shapes that depends on a distance parameter [EDE94]. 1.4



Segmentation



The segmentation stage separates the object into different regions. Each region contains common geometric features or is bounded by a curve possessing a certain feature. Each region is later reconstructed separately. These segments can either be specified by the user or automatically derived from the data by a segmentation method. Segmentation is usually performed on an existing polygonal representation of the object. In methods where the final geometric model is polygonal, segmentation is usually unnecessary. However, when the final geometric model is composed of primitives or freeform surfaces, segmentation defines the surface patch boundary and connectivity information to neighboring surface patches.



4 There are two major categories of segmentation methods: (1) edge based segmentation methods [MIL97, WAN94]; (2) region growing methods [FIT97, NIC95]. 1.5



3D surface reconstruction



In this stage of the reconstruction, freeform surfaces are applied. The surfaces are fitted onto an object in order to create a CAD model. The surface reconstruction process usually consists of two main phases: the parameterization stage and the surface fitting stage, both discussed in the following sections. But first B-Spline surface representation, which is common in CAD systems is discussed. 1.5.1 B-Spline surfaces B-Spline curves and tensor product B-Spline surfaces are defined by the equations: n
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where u and v are location parameters that uniquely locate a point on a curve or surface, and n m Bi (u ) i 1 , B j (v) j 1 are the B-Spline basis functions which are piecewise polynomial.



A B-Spline surface is completely defined by its order (Kn,Km), an ordered set of n by m control points (vertices) Vij , and two knot vectors, 1..n Kn and i /i j
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Km , that define the parametric domain of the basis functions.



For the sake of simplicity, in this research the B-Spline surfaces used have the same order and knot vector in both directions (u,v). We will refer to the number of control points of the surface (nxm) as the size of the surface. And unless stated otherwise the knot vectors of the B-spline will be uniform with multiplicity at the boundary. That is, the surface interpolates the boundary to boundary control points. Trimmed B-Spline surfaces are B-Spline surfaces that are defined only in part of their parametric domain, as in the following equation: T (u , v)
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where



is the domain in which the trimmed surface is defined.



(3)



A B-spline surface defines the shape of a surface, while trimming curves define the areas inside the parametric domain that are part of the surface. Trimming curves are closed directed curves that enclose areas containing the parametric domain. Curves advancing in a counterclockwise direction define the area enclosed inside the curve, while clockwise curves define the area enclosed outside the curve. To avoid ambiguities the trimming curves should not self-intersect.



1.5.2 Parameterization



The parameterization stage establishes the intrinsic 2D parametric order and connectivity between the sampled points. The problem of assigning parameterization to range data is



5 addressed in the literature for simple boundaries. The problem increases when the boundary shape is concave or curved, as discussed in [FIS99]. Parameterization assigns (u,v) parameters to each sampled point. For an ideally fitted surface, these parameters interpolate the sampled points. The parameterization problem is similar to the chicken and the egg problem. In order to fit a parametric surface to the points, the parameterization of the points should be known, however, in order to determine their exact parameterization, the surface shape should be known. Therefore, surface prediction methods need to be devised. In the literature, there are several parameterization schemes. However, different parameterizations will lead to different surface characteristics, such as orientation of its iso-curves. A good initial parameterization can be defined as a parameterization that satisfies the following conditions: Neighborhood preservation – neighboring sampled points will be neighbors in the (u,v) parametric domain. Boundary interpolation – boundary points will have boundary parametric values. Non-self-intersection – the surface that is fitted according to the parameterization will be non self-intersecting. Uniform parametric density – the sampled points will be spread uniformly over the parametric domain and thus satisfy a fairness criterion.



The parameterization techniques found in the literature fulfill only two to three of these criteria [DEL97, HOS93, MA95]. A summary of the main parameterization methods is given in table 1. 1.5.2.1 Initial parameterization



The main parameterization characteristics are depicted by the initial parameterization. Different initial parameterization criteria can be used to assign the parametric values: equally spaced, chordal, centripetal, geometric and affinity invariant parameters. These strategies are based on the assumption that the points are arranged in an ordered grid and therefore are not suitable for scattered digitized points. A common method for initial parameterization is based on projecting the points onto a plane [PAR95, HOS93] and performing the parameterization in 2D. Selecting the optimal projection plane can improve results, as seen in [CHA99]. However, 2D parameterization methods lose information in the projection stage. On the other hand, 3D parameterization techniques are usually accomplished by projecting the sample points directly onto an initial 3D base surface. By that, the parameterization is significantly improved [MA95]. Several types of construction methods of initial 3D base surfaces are common: (1) four-corner points or two boundary curves; (2) four boundaries represented as a Coon's patch; (3) section curves; (4) boundaries and interior sections. For each type, a B-spline implementation is fitted. However, all the methods reviewed [HOS93, MAN98, MA95] may suffer from selfintersecting parameterization. For example, concave boundaries of a Coons surface might produce a parameterization that maps points inside the boundary to the exterior of the surface. Moreover, it may also connect the points in a faulty topology, which leads to a selfintersecting surface. [DEL97] confronts this self-intersection problem using conformal mapping. However, conformal mapping is time consuming and suffers from numerical problems.
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Reference



General Method



DEL97 HOS93 HOS89 HOS88 LAU93



+ +



MA95 ROG89 SAR91



+



+



+ +



+



+



Applicable for surfaces



+



+



Notes



Low memory complexity



CHA99



Global optimization



+



Global and Optimization characteristics



Fast overall convergence



Uniform parametric density



Fast initial parameterization



Non self intersecting



Parametric optimization & surface fitting



Alternating optimization



Initial parameterization



ALH99



Initial parameterization Characteristics



+ +



+



+ + +



SPE98



+



+ +



+



+



+



+



+



+



+



+



+



VAI97



+



+



Proposed approach PDE Proposed approach SOM



+



+



+



+



+



+



+



+



Optimization by implicit cost function. Chooses best projection plane Conformal mapping Uses Coons Patch representation Optimization by global cost function. Uses base surface Point projection Optimization by explicit cost function Optimization by global cost function Uses linear programming and is reported slow See section 3.1.1.1.1 See section 3.1.1.1.2



Table 1: Parameterization techniques comparison. 1.5.2.2 Parametric optimization



Parametric optimization methods can be divided into two main categories: (1) global parametric optimization performed during surface fitting; and (2) alternating method, in which parametric optimization is performed separately from surface fitting. In global parametric optimization techniques, parameterization is part of the surface fitting process [SPE98, LAU93]. In those methods, the distance of the points from the surface is minimized according to a cost function using the Conjugate-Gradient algorithm [LAU93] or the Levenberg-Marquardt algorithm [SPE98]. This minimization changes the point



7 parameterization and fits the surface simultaneously. These methods converge for curves, but are not efficient for surfaces due to the large number of sampled points. Most parametric optimization methods are based on the alternating method [MA95, HOS88, HOS89, ROG89, ALH99, MAN99]. In these methods, parameterization and surface fitting are applied in a recurring procedure until convergence. An initial parametric surface is used as a base for parametric optimization. The points are then projected onto the surface and are re-parameterized according to its projected value [HOS88, HOS89, ROG89, MA95]. The method is simple and has small memory complexity. However, it is optimal only locally and not globally. In [SAR91], an implicit global cost function is defined and then minimized using the Levenberg-Marquardt optimization method. In [ALH99], an optimal control formulation is used to explicitly calculate the gradients. Moreover, other cost functions are introduced that minimize curve length or curve bending energy. The alternating method used by [HOS89] can efficiently handle large-scale data according to its low space complexity and simplicity. Therefore, it was chosen as the base for our method despite its local nature. 1.5.3 Surface fitting



A fitted surface must satisfy global and local constraints, such as shape preservation, continuity conditions, boundary conditions, and geometric constraints, as well as smoothness and accuracy according to a given tolerance. In order to fit a B-Spline parametric surface to the sampled points, all the following parameters should be determined: mesh size, control points, degree of basis functions, knot vectors and weights. Generally, the mesh size, degree and knot vectors are predicted, while point parameterization is calculated in the parameterization stage and the control points are calculated in the surface fitting stage [HOS88, HOS89, ROG89]. [MA95] expands these methods by giving a relatively fast, but non-optimal, algorithm for calculating an average knot-vector. [SPE98] calculates the point parameterization and control points during the surface fitting stage. The method presented in [CHA99] uses cross-validation techniques in order to determine mesh size of the B-Spline; this ,however, requires recalculation. In [LAU93], only the size and the order of the B-Spline are predetermined, while all other variables are calculated during the surface fitting stage. Most techniques use least squares (LSQ) minimization algorithms that minimize the distance from the sampled points to the approximated surface [MA95, HOS89, ROG89, SPE98, LAU93, ALH99]. Some LSQ methods satisfy additional geometric constraints that are formulated in the minimization function [ROG89, ALH99]. Some surface fitting techniques have a local nature [LEV] using moving least squares and do not use B-Spline formulation. The LSQ methods can be divided into iterative and non-iterative methods. Common iterative methods include gradient methods, Newton and Quasi-Newton methods and the LevenbergMarquardt method [HOS89, ROG89, MA95, SPE98, LAU93, ALH99]. Non-iterative LSQ methods solve an over-constrained equation set by using the Householders reduction [MA95], by calculating the pseudo inverse matrix, or by other methods such as SVD [MAN99, FIS99]. However, only iterative methods can handle large-scale data (table 2) due to their small memory consumption.
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Reference



Parameterization method



+



+



+



+



+



+



+ +



+



+



SAR91



+



+



+



+



+



+



+



+ +



+



+



+



+



+



+



+



+



+



+



Notes



Efficient for surfaces



Low memory complexity



Size



Point weights



+



+



+



Proposed approach



Knot vector



Control points



Parameterization



+



MA95



SPE98



Efficiency



+



CHA99



HOS93 HOS89 LAU93



Other



Alternating



Optimization & surface fitting ALH99



Surface parameters that are calculated



Gradient descent method Size determined by cross validation Alternating method Conjugate gradient method Non-iterative solution using matrix sparsity Levenberg Marquard method Levenberg Marquard method See section 3.1.2



Table 2: Comparison of B-Spline surface fitting techniques. B-Spline 1.6



Reconstruction techniques



There are very few methods that are fully automated and suitable for objects with arbitrary topology. These methods are described in this section and summarized in table 3. Most methods described are based on an approach, in which an initial triangular mesh is created to represent the topology, usually by Delaunay triangulation. Then, where freeform surfaces are used, the mesh is simplified and surface patches are reconstructed over the simplified mesh. Some of the methods reconstruct 3D objects in the form of polygonal meshes and others in the form of as polynomial meshes like B-Spline surfaces , Bezier patches or subdivision surfaces. Polynomial patches are more suitable as CAD models since they can represent the surface of the scanned object compactly and provide information that is important for tasks like analysis or manufacturing. Following is a short description of the above methods.
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Reference



Object representation



+ + +



+ +



+



+



+



+



+ +



+ + + +



+ + +



+ +



+



+



Continuity



Smooth surfaces with sharp edges



+



+



+



Model enables incremental adding of range images



+



+



Characteristics



+



+



+ + + +



Other



+



Triangular mesh



-shapes



Other



Bezier patches



Sub-division surfaces



Polygons



Tensor product B-Spline surfaces AME99 BAJ95 CUR96 DUA01 ECK96 GUO97 HOP92 HOP94 MEE00 RUT94 TUR94 CAR01 Proposed approach A section 2.1 Proposed approach B section 2.2



Intermediate reconstruction representation



C0 C1 C0 C1 G1 C2 C0 C2* C0 C0 C0 C0 C2* C0



*This continuity is not always preserved at patch boundaries Table 3: Characteristic of automatic reconstruction methods for arbitrary topology. In [AME99] Voronoi filtering is used for reconstruction of the crust surface representing the volumetric object. The method works on input data that is sufficiently dense compared to the feature size of the scanned object. However, this is not always the case in practice. In [BAJ95] alpha shapes provide support for triangular Bezier patches fitted later. The tetrahedrons are adaptively split until a certain tolerance is met. However, the specification of the alpha value presents a problem. In [CUR96] a volumetric representation can store a cumulative signed distance function that is later interpreted to a triangular mesh. The method processes one range image at a time and thus has a advantage of being able to present new data to the model incrementally. This task is important for correcting incomplete scans or for reducing the overall time for scanning and reconstruction by pipelining the range image data. The same advantage exists in [RUT94,TUR94]. However, in these methods range images from each view are triangulated and then added to the final model, which may result in data loss and inaccuracies at overlapping areas.



10 In [DUA01] objects are reconstructed by minimizing an energy function that governs the shape of a mesh. The mesh starts from a genus zero balloon shape and changes its topology when collisions occur. Vertices are added and deleted from the mesh during its evolution. The mesh forms a base for a subdivision surface constructed using the Loops subdivision scheme. The method relies on collision detection while growing and thus is not suitable for large models. In [HOP92, HOP94, ECK96] a signed distance function is calculated using local planes. Then a mesh is reconstructed by extracting the zero set of this implicit function. In [ECK96] the mesh is simplified and used as a base for the Loops subdivision scheme, with modifications enabling representation of sharp features. In [HOP94] the mesh is simplified and transformed to a quadrilateral mesh that is later fitted with B-Spline surfaces. Although these methods are successful for complex objects, they still rely on heuristics and parameters such as grid density. In [GUO97] alpha shapes are used for reconstruction of the initial mesh and polynomial manifolds [GRI95] to represent the surface. These manifolds converge to tensor product BSplines in rectangular domains, and they can model arbitrary topology meshes easily while preserving continuity. However, an optimal alpha value for creating the mesh is usually unknown. In [MEE00] local projection techniques are used to reconstruct a triangular mesh. The mesh is created by locally projecting points in the normal direction that is computed by the axis of a semi minimal bounding cone. The neighboring points to the boundary of the mesh are ordered by increasing angle. While the mesh grows, local candidate points are checked so as not to occlude the mesh or create thin triangles. The method is fast; however the algorithm is greedy in nature. In [CAR01] a discrete signed distance function is constructed using information about the point of view that the points in the cloud were taken from. A radial basis function, which is usually used in the field of neural networks, is then used to fit the signed distance function. Then the zero set of the function is extracted to compute a polygonal mesh. The method is able to fill in holes in the model as well as reconstruct it. However, additional information about the scanning direction is required. 1.7



Neural networks and reverse engineering



Artificial neural networks (NN) are techniques suitable for reconstructing data from samples. Artificial neural networks are inspired by the human brain and the phenomena occurring within it. An artificial neural network is composed of neural units that autonomically perform simple mathematical computation and of connections, called synaptic links, between the neural units. Artificial neural networks are usually trained using a learning process over partial data called a training data set. After the training process, the neural network can be queried for information on data other than the training data. In other words, it can be said that neural networks learn from examples. Neural networks are used for tasks such as classification, control and recognition. Several common models exist for the design of neural networks. Basic common categories consist of feed forward neural networks, also referred to as multi-layer perceptron neural networks, and of self organizing neural networks [HAY94]. The name “neural networks” is usually associatively interpreted as feed forward neural networks due to their common use. However, in this work self organizing neural networks are used.



11 Self-organizing neural networks usually employ competitive learning techniques in which the neural units compete for proximity to a sampled data vector. The data within the winner neural unit is then changed accordingly. While in hard competitive learning, only the winner neural unit is adapted, in soft competitive learning, the neighborhood of the winner neural unit is usually also adapted. More details on competitive learning techniques can be found in [FRI95]. Various soft competitive learning methods exist of which the Self Organizing Map (SOM) neural network is the most well known. It was proposed by Kohonen [KOH97]. The method adapts a graph of a given topology into the geometry represented by the training data set. As in this work, the graph is frequently chosen as a rectangular topology lattice to represent a surface. The basic SOM method was extended to the growing grid algorithm [VAR99, FRI97], where the number of neural units in the lattice may grow by adding rows and columns to the lattice during training. The above neural networks adapt the shape for a given topology and do not alter its topology. The neural gas neural network [MAR91, MAR94] uses soft competitive learning principles to place the neural units in space according to the given data set. The method detects the connectivity between the neural units using the Hebbian learning rule [HAY94]. The topology is detected as a byproduct of the training process that positions the neural units in space. The number of neural units is set at the initialization of the algorithm. The method, however, cannot detect topological information such as faces of a triangular mesh.
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+ +



Initial topology may be set and will not change. VAR99 and FRI97 differ in formulation of neural unit addition rule Geometrical information is used to define topology
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Remarks



Neural Gas



Represents faces in a mesh



VAR99 FRI97



Detects topology



Growing Grid



Topology information is used during training



KOH97



Number of neural units changes during training



References



Neural Network type SOM
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Initial topology may be set and will not change.



+



Proposed approach for topology detection



Table 4: Comparison of self-organizing neural network types. self-organizing
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In [FRI95,FRI97], the growing neural gas neural network is presented. This neural network extends the neural gas neural network. The extensions enable the neural network to use already detected topological information while training in order to conform to the geometry. This neural network is able to add neural units while preserving the detected topology. However, the method cannot represent faces in a triangular mesh. A neural network that can represent faces in a mesh and grow neural units while learning the geometry is the growing cell structures neural network. However, the topology of the neural network has to be preset at the initialization stage. Neural networks are used extensively within this research for RE tasks, as will be described in the following chapters. Various forms of neural networks were used for different tasks. A brief comparison of these and similar algorithms is presented in table 4. The nature of neural networks makes them suitable for reverse engineering techniques. There have been several attempts to solve RE problems using artificial neural networks. Feed forward neural networks were used in [GU95] to represent B-Spline surfaces. Typically selforganizing methods were used to reconstruct the geometry of objects under a given topology, as in [CHE96, VAR99]. Other NN techniques that use self-organization methods in conjunction with topology detection include neural gas [MAR91, MAR94] and growing neural gas [FRI95, FRI97]. Neural gas was employed by [BOR00] in order reconstruct meshes; however, the topological issue was not discussed. In [CAR01] radial basis functions, which are often used in the NN field, are used to reconstruct arbitrary topology objects. This method requires a signed distance function extracted from the point cloud as input. Neural network techniques have the potential for extensions in other research areas. Several examples are the SOM neural network resemblance to Snakes [KAS86] and active contours described in [ABR96] and the Hebbian learning law connection to Voronoi diagrams [MAR91,MAR94] used in the neural gas neural network. The following chapters will describe in detail how extended neural network techniques are applicable for RE problems.
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1.8



Research Aim



The research aim is to develop reconstruction methods for arbitrary topology freeform objects from multiple range images. Two reconstruction approaches are presented that solve the bottleneck problems of the reconstruction process. The novelty of the approaches lie in the way that topology is detected. Both approaches take advantage of artificial learning techniques by employing neural networks that are able to deduce connectivity information while approximating the objects shape. The major reconstruction problems addressed in this research are: a. The connectivity between the sampled points is not defined explicitly. Therefore the topology of the object is not defined. b. The noise contained in the range images interferes in the reconstruction process, making model interpolation unsuitable and motivating towards geometric approximation. c. The enormous data size of the point cloud is too large for CAD systems to handle efficiently. d. The representation of the model is not always compatible with current CAD systems. This research proposes two reconstruction approaches for reconstructing the boundary representation from a scanned point cloud. The stated reconstruction problems are solved in this research by using neural network methodologies and other numerical and geometrical techniques. New methods were developed for are employed for the reconstruction approaches solving sub-problems such as topology detection, parameterization and surface fitting. Although not a major goal, existing neural network techniques are improved within this research and are oriented for the purpose of model reconstruction. In the first approach, triangulation is avoided and a CAD model composed of trimmed BSpline surfaces is reconstructed (section 2.1). Parameterization defines the connectivity of the points by using PDE and SOM neural network techniques. Surface fitting methods approximate the surface of the object compactly and by this reduce noise significantly. Merging of the reconstructed surfaces enables reconstruction of the object from multi-range images. The reconstructed CAD model is compatible with current CAD systems. In the second approach, a triangular mesh is reconstructed using neural network techniques (section 2.2). The main advantage of the approach is its ability to detect the topology using an artificial learning mechanism. The geometry of the object is approximated to a predefined mesh size. The final model is compatible with current CAD systems. In the following chapters, both approaches will be described in detail.
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2 Approach This chapter describes the methods used to solve various RE problems presented in the previous chapter. Within this research, artificial neural network methods were primarily applied to parameterization, fitting and topology detection problems. Parameterization and surface fitting were also solved using other numerical methods. The reconstruction approaches will be described in the following sections, a description of the implementation is given in chapter 3. Results are displayed in chapter 4.



2.1



Approach A – reconstruction of surfaces from a cloud of points



This approach reconstructs freeform surfaces over a large domain of an object. Each range image is fitted separately with a B-Spline surface and the surfaces are trimmed and merged in order to reconstruct a boundary representation of the final object. This approach, captures both global and local shape characteristics. The approach consists of the following stages, as shown in figure 1: (1) parameterization (2) surface fitting (3) merging. In most reconstruction techniques, range images are merged and then segmented. The segments are parameterized and fitted by surfaces. Adding a new range image requires recalculation of the entire model, where segments are fitted locally. In contrast to common methods, the approach presented in this section requires no segmentation and is adaptive. It allows incremental refinement of the geometric model by adding range images adaptively during or after object reconstruction. The approach is based on the assumption that range images have already been registered to a global coordinate system. Figure 1 demonstrates the reconstruction stages ,while figure 2 demonstrates a flow diagram of the reconstruction approach. As can be seen from figure 2, several possibilities exist for choosing a parameterization method and a surface fitting method. The following sections will briefly present the various parameterization and surface fitting methods developed in this research. The methods are discussed in details in chapter 3.
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0. Data acquisition stage The range data is scanned from a single view of an object.



1. Parameterization stage The 3D data is mapped to the 2D parametric domain while preserving point neighborhood relations.



2. Surface fitting stage A B-Spline surface is fitted to the parameterized range image.



3. Merging stage The surfaces from each view are trimmed and merged into a complete 3D object.



Figure 1: Approach A - reconstruction stages.
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2D SOM parameterization
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Surface fitting by control mesh approximation method (CMA) Initial solution



3D adaptive parameterization correction



Gradient descent algorithm (GDA)



Iterative surface correction



Iterative surface correction



Random surface error correction (RSEC)



B-Spline surface representing the view



Surface trimming and merging with Surfaces from different views



CAD model composed of trimmed B-Spline surfaces



Figure 2: Approach A - Flow diagram.



17 2.1.1 Parameterization



In the proposed reconstruction method, parameterization is accomplished in two main stages: (1) initial parameterization and (2) parametric optimization. Initial parameterization can be performed by a 2D parameterization method, where the sampled points are projected onto a plane in the scanning direction. Initial parameterization can also be performed by a 3D parameterization method where a 3D grid with rectangular topology approximates the range image. For the proposed approach, new 2D initial parameterization methods, PDE (Partial Differential Equation) and neural network SOM (Self Organizing Map), were developed for initial parameterization. Those methods are described in detail in sections 3.1.1.1.1 and 4.1.1.1.2. A 3D SOM initial parameterization method is also presented in which a 3D rectangular grid is created that can be viewed as an approximation of the surface. 3D parameterization is useful when the projection direction is unknown. The SOM method is extended using the growing grid algorithm to aid in convergence and to detect the aspect ratio of grid. 3D parameterization is described in detail in section 3.1.1.1.3. 3D base surface parameterization is used for parametric optimization in order to improve surface fitting results. It is part of the alternating method and can be applied only when an approximating surface exists. The method is described in section 3.1.1.2.



2.1.2 Surface Fitting



After the parameterization stage, the neighborhood relations between the points are known. The goal of the fitting process is to find the best approximation with respect to the sampled points. In this work, B-Spline parametric surfaces are used as the geometric representation due to their natural compatibility in CAGD. B-Spline surfaces are preferred due to their intuitive control, smoothness, subdivision characteristics and local support. When point parameterization is set, surface-fitting problem can be formulated as a linear over-constraint set of equations. However, traditional direct methods like pseudo inverse and SVD were found unsuitable for practical reasons. Instead, iterative methods were developed that require a fast initial approximation. Three algorithms are proposed for the surface fitting process: (1) Control Mesh Approximation (CMA), which creates a fast initial approximation and is described in detail in section 3.1.2.1. (2) Gradient Descent Algorithm (GDA), which is an iterative LSQ technique that corrects the initial approximation and is described in detail in section 3.1.2.2. (3) Random Surface Error Correction (RSEC), which corrects the initial surface approximation and is based on the ideas of the SOM neural network. The method is presented in section 3.1.2.3.
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2.1.3 Merging surfaces from multi range images



Previous stages created B-Spline surfaces representing the object from different views. Surface merging is based on trimming the surfaces at a common curve and then creating a reconstructed 3D envelope from trimmed surfaces. This approach enables adaptive reconstruction from multi range images. The local merging of a new surface to the 3D model has significantly lower computational complexity than global fitting methods. Surface merging consists of the following main stages: 1. Detecting 3D proximity between 3D surfaces. 2. Creating distinction curves between surface pairs. 3. Trimming the surfaces. The stages are presented in detail in section 3.1.3.
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2.2



Approach B – reconstruction of a triangular mesh from a cloud of points



The second reconstruction approach reconstructs an approximating triangular mesh from a cloud of points. The cloud is composed of several range images registered and merged together. The cloud can represent objects with arbitrary topology. The base for the reconstruction method is the neural gas neural network that is able to detect the geometry and topology of the point cloud. In order to reconstruct the faces of the mesh, the neural gas algorithm was extended as part of this research. The extended neural gas algorithm produces a mesh with normal information at the vertices. The mesh is not a manifold mesh. A manifold mesh creation algorithm follows the extended neural gas algorithm. The following sections will present the extended neural gas algorithm and the manifold mesh creation method. Figure 3 displays the stages in the approach. 2.2.1 Extended neural gas



The neural gas algorithm is based on a neural network technique. The neural network is defined by neural units representing positions in space and synaptic links representing connections between the neural units (see figure 4). The neural gas algorithm is usually used for minimizing the quantization error (distortion) between the sampled points and the neural unit positions; this process is referred to as vector quantization. The synaptic links between the neural units are formed by using a Hebbian learning process while training the neural network. The result is a topology preserving map, where the neural units represent the map vertices and the synaptic links represent the map edges. An approximating mesh which is a topology preserving map holds a desirable property for reconstruction. This property can be shortly explained as follows: if two sample points are close in space, the vertices representing them in the mesh will be connected with an edge. Furthermore, if two vertices of the approximating mesh are close in space, they will be connected with an edge. This property was proved in [MAR94] and is elaborated in section 3.2.3.1. Another desirable property of the neural gas algorithm is that the mesh created by it is a subset of the Delaunay triangulation as shown in [MAR94]. The Delaunay triangulation [is dual to the Voronoi diagram that represents neighborhood relations among the vertices of the mesh (see [EDE87]). The mesh created by the neural gas algorithm is not a well defined mesh in the sense that it is composed only of vertices and edges, while faces are not defined. The neural gas algorithm was extended in order to reconstruct a triangular mesh with normal information at the vertices. The extended neural gas algorithm simultaneously accomplishes the following tasks: Geometric approximation of the point cloud by vector quantization. Detection of edges and triangular faces that are a subset of the Delaunay triangulation. Approximation of normals to the mesh vertices. The extensions to the algorithm are elaborated in section 3.2.1.
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Figure 3: Reconstruction approach B - flow diagram.
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Figure 4: The structure of a neural gas neural network. neural gas



2.2.2 Manifold Mesh Creation



The extended neural gas algorithm creates a mesh that approximates the surface. This boundary representation is not a manifold surface, since holes exist in it and the faces are not oriented in the same direction. A non-manifold mesh is not usable as a CAD model. A completion algorithm composed of four stages is used to create a manifold mesh. The stages are: Stage 1: Eliminating undesirable faces. Stage 2: Face re-orientation. Stage 3: Completing missing faces using local projection. Stage 4: Detecting and closing boundary loops. A detailed implementation of those stages is briefly presented in section 3.2.2.
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3 Implementation The previous chapter described two reconstruction approaches. This chapter describes the methods used in those approaches in detail. The chapter is divided into two main sections: section 3.1 describes the implementation of methods used in approach A where a CAD model composed of B-Spline surfaces is reconstructed and section 3.2 describes implementation of the methods that are used in approach B where a triangular mesh is reconstructed.



3.1



Approach A – reconstruction of surfaces from a cloud of points



Reconstruction of B-Spline surfaces relies on parameterization methods, surface fitting methods and surface merging methods. Parameterization methods are descried in details in section 3.1.1, surface fitting methods are described in section 3.1.2 and the surface merging method is described in section 3.1.3. 3.1.1 Parameterization



Parameterization of sampled points for reconstruction of B-Spline surfaces is accomplished in two main stages: initial parameterization and parametric optimization. Section 3.1.1.1 describes the implementation of initial parameterization methods and section 3.1.1.2 describes the implementation of parametric optimization that is used to improve parameterization.



3.1.1.1 Initial parameterization



The purpose of initial parameterization is to define the neighborhood relations for the sampled points in the range image by assigning them parametric values. Since the surface that is described by the range image is unknown, initial parameterization is accomplished using PDE and neural network methods. In this research, the initial parameterization methods create a rectangular topology grid that is used to establish the neighborhood relations. A distinction is made between 2D initial parameterization and 3D initial parameterization. In 2D parameterization, the sampled points are projected onto a plane and the grid is constructed around the projected points. In 3D parameterization the grid resides in 3D and approximates the surface. First 2D parameterization is discussed. The initial 2D parameterization is based on the following stages: (1) projection, (2) 2D parametric grid generation, and (3) point parameterization by grid. In the projection stage, 3D data is mapped into 2D data, since it is simpler to find a neighborhood in 2D. During the mapping process, the point neighborhood should be preserved. The reference plane is obtained from the sampling direction of the view (see figure 5a). After the 3D points (x,y,z) are projected onto a plane. Each point is assigned with 2D (p,q) values on the coordinate system of the plane. Then a rectangular quadrilateral grid is created. Finally, the parameterization is established in two steps: (1) mapping a point (p,q) to a quadrilateral cell (i,j) and (2) calculating its (u,v) parameterization value. For that, a reverse bi-linear interpolation is applied on the quadrilateral element as described in section 3.1.1.1.4.
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As part of this research two parameterization methods were developed: PDE parameterization – based on the Laplace Partial Differential Equation. SOM parameterization – based on the Self Organizing Map neural network. Both methods fulfill the first two grid requirement criteria of neighborhood preservation and boundary interpolation that were described in section 1.5.2. The PDE method fulfills the third criteria of non self-intersection. Surfaces fitted over sampled points parameterized with this method are less prone to self-intersection as can be seen in figure 5. The method is based on the idea that iso-temperature curves on a plate heated at its boundaries do not intersect. Boundary conditions have to be defined in order to solve the Laplace equations. The method is described in detail in section 3.1.1.1.1. The SOM method strives to fulfill the requirement of uniform parametric density by minimizing the quantization error. The method detects the orientation and the grid without assigning boundary conditions. However, the boundary of the object is not interpolated with the SOM algorithm. Two correction algorithms were developed to cope with this problem: Boundary first Algorithm and Boundary Last Algorithm. These extensions were implemented and described in section 3.1.1.1.2. The SOM parameterization method has the inherent capability of dimensionality reduction. Meaning that 3D data can be represented with a grid that has 2D rectangular topology residing in 3D space. Therefore, the SOM method can be used as a base for 3D parameterization. Parameterization in 3D is more difficult than in 2D. In order to aid in convergence and detect the aspect ratio of the range image in 3D, the growing grid extension to the SOM algorithm was implemented. 3D SOM parameterization and the growing grid extension are presented in section 3.1.1.1.3.
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(a)



(b)



(c) Figure 5: (a) Sampling of a sphere and a cube. (b) A self intersecting surface fitted after bilinear parameterization. (c) The non self intersecting surface fitted after PDE parameterization. "b! # $ % # "a! PDE "c!
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3.1.1.1.1 PDE parameterization The Laplacian PDE was chosen because it produces non-self-intersecting iso-curves. Such a second order PDE formulation is frequently used as a model to formulate heat transfer problems and to compute iso-potential curves. In the proposed method, the non-intersecting iso-parametric curves are computed by applying the boundary conditions on the four sub-boundaries and numerically solving the Laplacian PDE: 2T p2
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where describes the area of the projected points and T is the potential function inside the domain . A mapping from (p,q) to (u,v) is calculated by applying the non-linear transformation from the domain to the rectangular domain [(0,1),(0,1)]. The domain is enclosed by the four boundary curves i i=1,..4 on which initial boundary conditions need to be imposed. The PDE equation is solved once for the u iso-curves and once in the v isocurves with the following boundary conditions: For the u iso-curves: T ( p, q)
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and for the v iso-curves: T ( p, q)
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where fi are monotonically ascending / descending functions in the domain [0,1] that are initially picked as linear functions. Li are the arc length functions of the sub-boundary curves in the domain i respectively. In order to numerically solve the Laplacian PDE, an intermediate grid is created in the domain with node spacing ( p, q) in the p and q directions, respectively. The solution is based on the following discrete finite difference scheme: Tp
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Writing the scheme for each node leads to a set of linear equations. The right side of the equation set is obtained by substituting boundary values into equation 7. In the proposed method, the Gauss-Seidel iterative method was used to solve the equation set, where each node inside the boundary is assigned the average value of its adjacent nodes. The process converges to an equilibrium state. The method is described in detail in [PRE89]. As a result, each node in the intermediate grid has a solution value. Then, the u and v iso-curves of the



26 solution are extracted (figure 6) by applying a 2D version of the Marching Cube Algorithm [LOR87]. Other methods based on neighborhood scanning can be applied. The main advantage of using the Laplacian PDE is that the parametric grid is non-selfintersecting in the sense that the iso-parametric curves do not split; rather, they start from one side of the boundary and end at the opposite side without crossing each other or the boundary (figure 6). Next, the 2D grid is created by intersecting the u and v iso-parametric curves, producing a grid of Nu x Nv cells (figure 7). The time complexity of the entire algorithm is O(Np*Nq) per Gauss Seidel iteration. The number of iterations depends on the convergence tolerance.



(a) (b) Figure 6: The iso-curves of a projected object: (a) iso-u parametric curves. (b) iso-v parametric curves. $ "b! u ' $ "a! % $ & .v '



(a) (b) Figure 7: 2D parameterization grid: (a) Self-intersecting grid. (b) PDE non-self intersecting grid. "b! "a! # # ( PDE



27



The PDE parametric grid does not fulfill the fourth criterion of uniform parametric density. That is, the number of points in a cell is not uniformly distributed because boundary sample points, and not internal points, affect the creation of the parametric grid. An adaptive grid correction method can be added, which: (1) changes the fi functions shapes from linear to non-linear monotonic functions that take into account the number of points per row/column; (2) resolves the PDE with the new boundary conditions. The process is repeated until convergence. Such a correction process was implemented and significantly improved parametric density in most cases. Since the orientation of the grid was not changed, however, the process was limited. On the other hand, the neural network SOM was able to produce uniform parametric density since it determines grid orientation. This method is described in the following section. 3.1.1.1.2 SOM parameterization SOM grids are based on the self-organizing map proposed by Kohonen in [KOH97]. The advantage of a SOM grid is that all the sampled points, and not only the boundary points, participate in grid creation, producing a grid that is sensitive to sampling density. In this paper, the concept of Self-Organizing Maps (SOM) is proposed as the basis for the neural network SOM parameterization method. SOM consist of grid nodes represented by neurons. Each neuron contains geometrical information about the node coordinates and neighborhood relations. The entire neural map is trained by the sampled data in random order and is modified into the shape of the projected sampled points. The connections between the neurons do not change during training; instead the neurons get different geometrical values. Implementation of the basic SOM algorithm, which can be found in [KOH97], it is simple and quick. For the parameterization process, however, some modifications were required: Each neuron can be either mobile or static. Each neuron can be either active or inactive. The training function is both bubble and Gaussian in nature (see definition below). SOM Algorithm:



The SOM algorithm is described as follows: 1. Initialize the position of all the neurons {N(i,j) / i=0..Nu , j=0..Nv}. Neuron coordinates are usually set to random numbers within the bounding box of the sampled points. 2. Pick a sample Ps in random order. 3. Find (i*,j*) parametric coordinates of the winner neuron N(i*,j*) among all the active neurons. The winner neuron is the closest active neuron to the sample point Ps. 4. Update the position of each active and mobile neuron in the neighborhood of the winner neuron towards the sample point (see update rules below). 5. Increment s; if s is smaller than the run length, go to step 2, otherwise stop. The neuron update rules are as follows:



28 Projected sampled points Ps are represented in (p,q) coordinates. The weight of each sample point is Ws, where 1 is the default. Initial neighborhood radius is R. Initial learning rate is 0 Run length of the algorithm is L. The bubble neighborhood of the winner neuron is defined as follows: All the N(i,j) that satisfies: i i * j j * R L s . L



The neuron displacement is defined as: N(i, j) N(i, j) hcs where hcs is the Gaussian training function: hcs the learning rate for point s:
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The time complexity of the algorithm for practical cases is O(L*R2+L*Nu*Nv). The SOM algorithm creates a 2D SOM grid based on the projected points. This grid reflects the distribution of the projected sampled points. There is no known proof for preserving uniform 2D parametric density. A proof does exist for the 1D case and can be found in [KOH97]. The grid created by SOM suffers from boundary problems: the boundary of the neural network does not coincide with the boundary of the projected points. The “boundary last” and “boundary first” algorithms are proposed in order to cope with the boundary problem. “Boundary last” method



With the “boundary last" method, the SOM boundary neurons are drawn toward the projected points outside the grid by increasing the weight of the sampled points. Thus, the SOM is inflated iteratively like a balloon until very few instances fall outside its boundary. As a result, the boundary points converge to the SOM boundary (figure 19), thus overcoming the boundary problem in the original SOM algorithm. After the “boundary last” algorithm has been implemented, a small number of sample points still lie outside the grid; this, however, is later corrected in the parametric optimization stage. This algorithm has the advantage of detecting the orientation of the grid without user intervention. Moreover, the “boundary last” method is suitable for samples with convex boundaries. It is easy to implement, but remains problematic for concave boundaries (figure 19). “Boundary first” method



With the "boundary first" method, the 3D sampled points lying close to the boundary are detected via an edge detection algorithm. The SOM boundary neurons undergo training, while the SOM interior neurons do not participate in this training. The SOM internal neurons are then subsequently trained, while the SOM boundary neurons remain immobile. Figure 20 shows the progress of the algorithm.



29 With the “boundary first” method, the boundary is trained separately from the whole grid. Thus the boundary, with an intrinsic dimension of one, is trained by data having the same intrinsic dimension and is not affected by inner points. This sort of training yields a better boundary than the “boundary last” algorithm, especially for concave curves. As with the “boundary last” method, this method independently determines grid orientation and the four grid corner positions. 3.1.1.1.3 3D SOM parameterization As stated previously, the characteristics of the SOM neural network enable it to capture a 2D topological shape in 3D. This trait is sometimes referred to as dimensionality reduction and it enables a range image to be represented by a rectangular topology grid residing in 3D. Thus a 3D initial approximation of the surface can be achieved using the SOM method. And together with parametric optimization, this method enables 3D parameterization, and thus the projection stage of 2D parameterization can be omitted. Using this method, merged range images, that cannot be projected onto a plane with no self intersection, can be parameterized. Moreover, the growing grid algorithm [VAR99,FRI97] offers better convergence to the shape of the object while determining the size of the B-Spline surface control mesh and determining its aspect ratio. Although the algorithm is addressed as an individual neural network in the literature, it is actually an extension to the SOM algorithm described previously. The growing grid extension allows the grid size to increase during the SOM training. The changes at the SOM algorithm are as follows:



Growing Grid Extension to the Algorithm Extensions to the initialization of the SOM algorithm: 1. The initial SOM grid size is defined as n=3, m=3. 2. Every neuron retains a win counter that accumulates the number of times it was chosen as the neuron closest to a sampled point. This number is reset to 0 at initialization.



Extensions applied to the SOM algorithm: The grid size is increased by adding one row/column to the grid, whenever the number of processed points - s is a multiple of the neurons number (s= *n*m), as follows: 1. Find the neuron NB with the largest number of wins. 2. Find the direct neighbor NN with the largest number of wins for the neuron NB 3. If NB and NN are on the same row, add a column of neurons between the columns of NB and NN: Increase the network size m by 1 and modify the indices of all the neurons accordingly. Interpolate the position of the new column neuron positions with respect to the neighboring columns. 4. If NN and NB are on the same column, add a row of neurons between the rows of NB and NN: Increase the network size n by 1 and modify the indices of all the neurons accordingly.



30 Interpolate the position of the new row neuron positions with respect to the neighboring rows. 5. Reset the win counter of all the neurons to zero and continue the SOM algorithm. Other modifications of the SOM algorithm are possible. Within this research a few more modifications are used. For example the SOM algorithm can be trained using either a linearly decaying learning rate as described above or using an exponentially decaying learning rate as described in [FRI97]. This modification aids in the process of ordering the grid during training and not as a special detached phase of training. Another modification is to the growing grid algorithm. In [VAR99] a row/column is added using the criterion of maximum number of wins alone, without any geometrical considerations. This modifications was not used, however, in this research. The boundary problem is much more severe in 3D than in 2D. The modifications used for the 2D case are not suitable since the boundary cannot be detected in 3D as easily as in 2D. Another modification to the SOM algorithm that involves increasing the weights of sampled points outside the grid can solve this problem [BAR3]. 3.1.1.1.4 Sampled point parameterization. After a parameterization grid is constructed, parametric values can be assigned to the sampled points. If the grid was created using 3D parameterization then it can be used as the control mesh for the B-Spline surface. In this case, 3D base surface parameterization can be performed and it is described in section 3.1.1.2. However, if a 2D parameterization grid was constructed by the PDE or SOM methods then point parameterization is calculated using the method described below. The sampled points can be parameterized by assigning (u,v) parametric values to each sampled point (x,y,z) as follows: 1.



Each point Ps=(x,y,z) from the N sampled points is projected on the parametric grid plane to (X,Y) and its cell (i,j) is detected.



2.



Each cell (i,j) is represented as a 2D Coons parametric surface. The value of (u,v) is determined by the relative location of (X,Y) on the grid cell (i,j) using the equations 8-10.



The time complexity of the entire parameterization stage after grid creation is: O(N*Nu*Nv) Equations 8-10 calculate the parameterization of a projection point (X,Y) that falls in a cell (i,j) on the parameterization grid (figure 8). The corners of the grid cell and the projected sampled point (X,Y) are given in the (p,q) coordinate system of the projection plane. Again, Nu and Nv represent the size of the parameterization grid in the u and v parametric directions respectively. A quadratic equation is solved (equation 10) in order to calculate the u and v values that represent the relative position of the sampled point (X,Y) inside the grid cell (i,j). Two solutions exist, one is inside the grid cell while the other is outside the cell. The solution that falls within the grid cell is retained. If the grid cell is concave, the results obtained by the formula is ambiguous. In that case, the sampled point is not parameterized at this stage. Instead it will be parameterized in the parametric optimization stage described in the next section.
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q p



Figure 8: Parameterization within a single parameterization grid cell. Point (X,Y) is the projected sampled point in the (p,q) coordinate system. # #$ "X,Y! # $ # * ) "p,q! # $ i
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3.1.1.2 Parametric optimization



The alternating method [HOS89, MA95] was chosen based on its convergence characteristics to optimize the parametric values of the sampled points. In our approach, the initial approximation of the 3D base surface is calculated by surface fitting (section 3.1.2). The role of 3D base surface parameterization is to correct the initial parameterization. This correction accomplishes the following: (1) the parameter values of sampled points are corrected and the fitted surface is improved, and (2) parameters are assigned to sampled points that were



32 discarded during the 2D parameterization process due to their position beyond the grid boundary. Once an approximated surface has been computed (section 3.1.2), it can be used as the new parametric base surface for another iteration. This is accomplished by projecting the 3D sample points onto the base surface, as follows: 1. The initial point on the base surface closest to the sampled point is found by discretely searching the base surface parametric domain in u, v intervals. The (u,v) parameters of the closest point are assigned to the sampled point and retained for the next step. 2. These parameters are corrected iteratively. Equation 11 is used to calculate the change in the parameter values up to a given tolerance or until the number of iterations exceeds a given limit, implying diversion or very slow convergence. The development of the equation can be found in [PIE97]. 1
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where : Su , S v , Suu , S vv , Suv – The derivatives of the B-spline surface at the parameters (u,v).



r – The distance of the sample point from the point on the surface that is: r



S



P s



at parameters (u,v). Step 1 may be omitted, and the original parametric values of the point can be used as an initialization for step 2. In this work, however, we found that step 1 improves results even though the process is very slow. After the parametric correction has been applied, a new surface is fitted to the reparameterized points. The process is then repeated, usually converging adaptively to the desired surface. The final surface satisfies convergence tolerance while capturing the original shape of the sampled surface [PIE97]. The complexity of one iteration of the reparameterization stage is given by O(N*n*m), if the degree of the B-Spline surface is considered a constant. 3.1.2 Surface Fitting



After the parameterization stage, the neighborhood relations between the points are known. The goal of the fitting process is to find the best approximation with respect to the sampled points. In this work, B-Spline parametric surfaces are used as the geometric representation due to their natural compatibility in CAGD. B-Spline surfaces are preferred due to their intuitive control, smoothness, subdivision characteristics and local support. These surfaces have the following parameters: mesh size, control points, degree of basis functions and knot vectors. In this work, mesh size, degree, order and knot vectors of the surface are defined apriori. The surface fitting algorithm calculated the (x,y,z) coordinates of the control points. Using the above definitions the surface-fitting problem can be formulated as a linear overconstraint set of equations. However, traditional direct methods like pseudo inverse and SVD were found unsuitable for practical reasons. Instead, iterative methods were developed that require a fast initial approximation.



33 Three algorithms are proposed for the surface fitting process: (1) Control Mesh Approximation (CMA), which creates a fast initial approximation and is described in detail in section 3.1.2.1. (2) Gradient Descent Algorithm (GDA), which is an iterative LSQ technique. The technique is also referred to in the literature as steepest descent. The method formulated for B-Spline surfaces is presented in detail section 3.1.2.2. (3) Random Surface Error Correction (RSEC), which is based on the ideas of the SOM method. Modifications to the SOM algorithms were implemented so as to conform with the formulation of B-Spline surfaces. The method has no formal proof, however it has succeeded in practice as can be seen in section 3.1.2.3.



3.1.2.1 Control Mesh Approximation (CMA)



Once the scattered measured points have been parameterized (section 3.1.1), the surface is fitted to the data points by iterative methods. These methods are faster than non-iterative LSQ because they utilize the B-Spline local support characteristic, and they are less prone to numerical problems. An initial approximation of the control polygon created by the CMA algorithm was implemented in order to shorten the fitting time. This approximation is not as accurate as was desired, but provides good initial conditions for the subsequent correction algorithms (GDA or RSEC). The control polygon of the approximated B-Spline surface is calculated as follows: 1. A 2D n x m grid is created in the parametric domain u,v (not to be confused with the size of the parametric grid). 2. For each 3D point Ps (s=1..N) with normalized parameterization (u,v), a cell (i,j) is determined according to the following mapping: (i 1) / n u i / n and ( j 1) / m v j / m 3. The control point Vij is calculated as the average of all the points Ps that belong to the same cell (i,j). 4. Given the control polygon and a knot vector, the surface is determined (equation 2). Note that the surface does not interpolate the control polygon or the sampled points. However, the convex hull property guarantees convergence of the control mesh to the surface as control mesh density increases. This comes from the B-Spline characteristic in which the control-polygon is converged to the surface points during refinement. The maximum density of the control mesh is limited to the density of the sampled points. In addition, the approximation was improved by modifying the position of the control points. In this paper, two iterative control mesh correction methods were implemented GDA and RSEC and are described in the following sections.



3.1.2.2 Gradient Descent Algorithm (GDA)



The GDA is a correction algorithm that was developed in order to overcome the inaccuracies in the CMA algorithm. It also corrects the boundary of the surface where the error can grow. This algorithm is based on an iterative LSQ technique. The surface error is defined in



34 equation 12. The error for each control point Vij is reduced by changing Vij in small steps, in the direction of the error gradient: 1.



For a point Ps with parameters (us.vs), s=1..N : Evaluate the distance of the point Ps from the surface S(us.vs) : n
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Correct the surface control points as follows: N
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where' determines the step size in the error gradient direction. The step size 'can be controlled and usually determines the accuracy of the generated surface. In our examples, it was chosen empirically as O(10-3-10-5), about 5 times greater than the convergence tolerance - (. 3.



Step 2 is iterated until the change in all Vij is smaller than a convergence tolerance (.



4.



The control points are reparameterized by projecting them onto a base surface (section 3.1.1.2). The error is measured, and stage 2 is repeated until the global error converges to a given convergence tolerance - ).



For computation simplification, each component x(u,v), y(u,v) and z(u,v) of the B-Spline is fitted separately. The value of should be sufficiently small in order to converge to a local minimum and sufficiently large to convergence fast. The GDA can be efficiently implemented, while using the local support property of BSplines, with a complexity of O(N*k2) per iteration, where k is the order of the B-Spline surface and N is the number of sampled points.



3.1.2.3 Random Surface Error Correction (RSEC)



In order to improve the control mesh of the surface, another algorithm (RSEC) is proposed. In this algorithm, correction is according to a local error rather than a global one. The random concept is again based on the SOM neural network. In this algorithm, the B-Spline surface is considered as a neural network, and the control points are the neurons, but instead of a winner neuron, we use a winner parameter, and instead of a Gaussian neighborhood training function, we use the B-Spline basis functions for control point position update. The algorithm is based on the following stages: 1. Re-order the sampled points randomly. Without reordering the sample points randomly, the algorithm will not converge to the desired surface. 2. For a point Ps with parameters (us.vs), s=1..N : a.



Evaluate the distance of the point Ps from the surface S(us.vs) : n
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Correct the surface control points as follows:
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35 3. The control points are reparameterized by projecting them onto a base surface (section 3.1.1.2). The error is measured, and stage 2 is repeated until the global error converges to a given convergence tolerance ). Figure 9 displays the effect of a single sample point on a B-Spline curve control polygon. The complexity of using the RSEC algorithm is O(N*n+N*m), if the degree of the BSpline surface is considered as a constant due to the local support property of B-Splines. Although the algorithm was successful in practice as can be seen at section 4.1.2 there is no proof of its convergence.



The B-spline surface S(u,v)
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Figure 9: The effect of a single sampled point on the control mesh of a B-Spline surface isocurve. $ $ #$ ## # #$ + B-Spline



3.1.3 Merging surfaces from multi range images



Previous stages created B-Spline surfaces representing the object from different views. Surface merging is based on trimming the surfaces at a common curve and then creating a reconstructed 3D envelope from trimmed surfaces. This approach enables adaptive reconstruction from multi range images. The local merging of a new surface to the 3D model has significantly lower computational complexity than global fitting methods. Surface merging consists of the following main stages: 1. Detecting 3D proximity between 3D surfaces. 2. Creating distinction curves between surface pairs. 3. Trimming the surfaces.



36 3.1.3.1 Proximity Detection



For two surfaces, a distance map is created in each surface parametric domain. Overlapping areas are detected on the distance map. In our case, the surfaces are almost overlapping, since they are reconstructed from overlapping images and therefore only the distance map at the boundary regions is calculated (figure 10). 3.1.3.2 Distinction Curve Creation



The overlapping area of any two surfaces can be divided by various types of distinction curves (figure 11). A distinction curve is used as a trimming curve for each surface. A distinction curve separates the parametric domain of any two surfaces A,B to two distinct parametric domain areas (Ab,Ba ) where (1) A*B=Ab*Ba ; and (2) Ab Ba=+. For simplicity, we trim only one surface at the other surface boundary (figure 11-b). Other approaches were applicable but had integration problems in the case of more than two surfaces. It is important to note that discontinuity anomalies remain between both surfaces due to fitting errors. 3.1.3.3 Surface trimming



Previous stages of proximity detection and distinction curve creation are used on surface pairs. However, The boundary of a volumetric object can consist of more then two surfaces. For three surfaces A, B, C, the following trimmed surfaces are created by intersecting untrimmed parametric domains: Ab Ac, Ba Bc, Ca Cb. This can be extended for any number of surfaces, as long as there is no overlap area among three or more surfaces (A B C=+). To avoid the problem of overlapping area among three or more surfaces, the distinction curve is created using the method described in the previous section. Results obtained using the above integration method are demonstrated in section 4.1.3.



(a) (b) (c) Figure 10: proximity between surfaces. (a) overlapping area; (b) distance maps; (c) proximity of each surface with respect to the other. $ "c! $ "b! % "a! ' $ ,
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(a) Ab
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(c) (d) Figure 11: (a) two simple flat surfaces A and B along with the overlapping area A B. (b-d) various types of distinction curves. # $ # "b-d! A B # A,B "a!
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3.2



Approach B – reconstruction of a triangular mesh from a cloud of points



Reconstruction of a triangular mesh from a cloud of points is composed of two main stages. The first stage employs an extended neural gas algorithm that its implementation is discussed in section 3.2.1. The second stage creates a manifold mesh and its implementation is discussed in section 3.2.2. The extended neural gas algorithm is novel in the way it detects the topology of point cloud. The topological issue is elaborated in section 3.2.3.



3.2.1 Extended neural gas



The neural gas algorithm creates an mesh that approximates the cloud of points. The edges of the approximating mesh are a subset of the Delaunay triangulation as shown in [MAR94]. However, the mesh is not well defined in the sense that it is composed only of vertices and edges, while faces are not defined. In this section we present an extension to the neural gas algorithm that defines faces. Moreover, in this extension the normals are evaluated using the map structure. We denote the sampled points p s P where s 1..n and n is the number of sampled points of the object boundary denoted by S . The approximating mesh created by the neural gas method is denoted by M and is composed of vertices V v i | v i R 3 , edges E ei (vi , v j ) | i , j^ vi , v j V and faces F f i (e i , e j , e k ) | i , j ^ i , k ^ j , k ^ e i , e j , e k E , where M V , E , F . Each neural unit holds the position of a mesh vertex and connectivity information to other neural units.



Before the learning process begins, the sampled points are reordered randomly so that they will be presented in random order to the learning algorithm. During the learning process, the neural units are ordered according to their distance from the current sampled point p s . The closest neural unit is called the winner neural unit, and its index is denoted here by s 0 ; the second closest neural unit will be denoted by s1 (winner of degree 2); and so on. That is ps
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ps
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v sk



where k



0..V



1 . It is also said that sampled point



p s is classified to its winner neural unit v s0 .



The neural gas learning process starts with the neural unit positioned randomly in R n . During the learning process, the neural units change their position in order to minimize the quantization error. The learning process is competitive in nature since the neural units compete for positions in space that are close to the current sampled point. The problem of positioning the sites is not addressed here. Rather, the topological face creation extension is presented by the extension of the Hebbian learning law. The Hebbian learning law was first suggested in the neurobiological context and was adapted and extended for use in artificial neural networks [HAY94]. Its interpretation in the neural gas neural network (see [MAR94]) controls the creation of edges between neural units in the following manner: Neural units are connected with an edge if they are excited together meaning that they are closest to a sampled point. The edges decay and disappear if the neural units are not excited for a while during the training process.



39 The interpretation of the Hebbian learning law in the neural gas algorithm [MAR94] can be formalized geometrically: An edge forms between two neural units if a sampled point exists such that those two neural units are the winner and second winner for that sampled point. The newly developed extended Hebbian learning law can be formalized as follows: A face is formed to connect three neural units if a sampled point exists such that those three neural units are the winner and second winner and third winner of that sampled point and if three edges exist connecting those three neural units. The extension to the Hebbian learning law for faces enables calculation of the approximated normals to the surface. The same mechanism that approximates the positions of neural units can be used to approximate the normals. For that,, the normal to the most recently created triangle face n* is considered as an input vector to the neural network. Normalization of the normal vectors is performed during the learning process to keep the normal size as a unit. The orientation of the normal is chosen to be in the same direction as the sampled point p s from its winner neural unit v s0 . Figure 12 presents the extended neural gas algorithm emphasizing the extensions. The layout of the algorithm can be expressed in words in the following manner: Extended neural gas algorithm stages



a. Specify the number of desired neural units V



( i ,( f



i



,



f



and training parameters



, ai , a f , L .



b. Initialize neural units positions v k and normals n k to random values. c. Repeat the following steps for L iterations: 1. Randomly pick a sampled point p s 2. Order the neural units v k by increasing distance from the sampled point p s : v s0 , v s1 , v s 2 ...v s V 3. Connect the two nearest neural units with an edge e *1 . 4. If all three nearest neural units v s0 , v s1 , v s 2 are connected, create a face f * . 5. Adapt the positions of all the neural units v s k towards the sampled point p s . 6. If a face was created, adapt and normalize the normals n sk towards the face normal n* . 7. increase the age ak of all the edges e k and delete “old” edges and faces that their edge is higher than a max .
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Procedure ExtendedNeuralGas V , S , ( i , ( f
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, ai , a f , L {
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V - CreateRandomSitesInBoundingBox V , S S - OrderRandomly S For ( s =0 To L ){ V - SortByWinners V , p s //sort all neurons by increasing distance from p s // create or refresh the edge between the two closest winners e *1 v s 0 , v s1 , E - e *1 * E // check if the two other edges exist in the mesh. if so, a face is created e *2 v s 0 , v s 2 , e *3 v s1 , v s 2 If ( e *2
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Extensions to original neural gas algorithm
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} Else // if a face was not created, no normal is calculated



n* - 0 //learning parameters are set using exponential decay ( ( i ( i / ( f s , ) ) i ) i / ) f s , a max ai ai / a f s



0 To V 1 ){ //adapt positions of each site and each normal



For ( k



v sk - v sk



( (ps vs )e



k/



// adapt site position



n sk - n sk



( (n



k/



// adapt site normal



k



*



nsk )e



n sk - n sk / n sk } For ( k 1 to E ){ // refresh and delete old edges If ( v s0
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// reset the “age” of the edge



Else a k - a k 1 // otherwise age edges If ( a k / a max ) Then { //delete old edges and faces connected to them F-F



f | ek



f , E - E ek



} } } Return ( V , E , F ) //return the created mesh } Figure 12: The extended neural gas algorithm, extensions are marked in the figure. extended neural gas
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3.2.2 Manifold Mesh Creation



The extended neural gas algorithm creates a mesh that approximates the surface. This mesh is composed solely of a subset of the Delaunay triangles and edges. This boundary representation is not a manifold surface, since holes exist in it and the faces are not oriented in the same direction. A non-manifold mesh is not usable as a CAD model. In a manifold surface without a boundary, each regular edge has two coincident faces and each regular vertex has the same number of faces and edges incident to it. If a manifold surface has a boundary, a boundary edge has only one coincident face. In a boundary vertex, the number of faces attached to it is one less than the number of edges emanating from it. The anomalies in the extended neural gas mesh consist of: (1) edges coincident to three or more faces; (2) edges not connected to any face; (3) vertices that are neither boundary vertices nor regular vertices of a manifold; (4) faces not oriented in the same direction. The manifold-creation algorithm described in this section solves these anomalies using a projection technique similar to [MEE00]. The manifold mesh creation algorithm is greedy in nature and is not optimal. It is presented here to show that a final mesh can be reconstructed by filling in the missing information. Mesh creation consists of the following stages: Stage 1: Eliminating undesirable faces. Stage 2: Face reorientation. Stage 3: Completing missing faces using local projection. Stage 4: Detecting and closing boundary loops.



3.2.2.1 Eliminating undesirable faces



The purpose of the first stage is to eliminate faces that do not represent the volume boundary. Examples for such faces are displayed in figure 13. Faces that are candidates for elimination are characterized by: 1. Being incident to more than one face over the same edge, i.e. , the surface splits at that edge. 2. Having a small dihedral angle with another face, i.e. , the surface folds over that common edge. Based upon these two rules, the edges are traversed. For each edge that has more than two faces connected to it, all faces are eliminated except from the two faces that have the maximal dihedral angle between them. Next, the dihedral angle between the two remaining faces is checked against a given tolerance. If the angle is small, one of the faces is deleted. The criterion for elimination is minimum connectivity to other faces; thus the face connected via edges to fewer faces is eliminated. If the faces have the same connectivity to other faces, theorem 3 from [AME99] is chosen as an elimination criterion. Thus, the face with the highest dot product of the face normal and the vertex normal (calculated using the extended neural gas algorithm) at its maximal angle vertex is eliminated.



42 Before reconstructing missing faces, those faces that will cause problems in local projection are also deleted (faces that will cause local surface folds). The vertices are traversed and the faces incident to them are projected onto a plane in the direction of the vertex normal. If two faces overlap on the plane, the older face created in the extended neural gas algorithm is eliminated.



(a) (b) (c) Figure 13: Undesirable face formations created by the extended neural gas algorithm: (a) More then two faces connected by an edge. (b) A face connected to a vertex with a triangle fan around it. (c) A fold created by two faces with a small dihedral angle. "a! extended neural gas # $"c! # $# $ "b! # ' $ 3.2.2.2 Face re-orientation



The resulting mesh is reoriented in the same direction by traversing the faces and orienting all faces connected by an edge to the same direction (clockwise/counterclockwise orientation of vertices defines the front/back of the face). The face normals are flipped to agree with the front side of the face (figure 14). The orientation procedure separates the mesh to one or more surface patches not connected by an edge, where each patch is oriented in the same direction.



(a) (b) Figure 14: Face re-orientation. (a) Faces and normals not oriented in the same direction. (b) Faces and normals after re-orientation. ' "b! # ' "a! # ' #



43 3.2.2.3 Completing missing faces using local projection



The normal information at the mesh vertices can now be used to define the local projection direction. The main idea is that if the edges emanating from the vertex are projected to a plane, they can be ordered by increasing angle, and this order defines the triangular face connectivity around the vertex. At this stage, the vertices are traversed, and a fan of triangles is constructed around each vertex. When a triangle fan is built, missing edges are added to the mesh. Also, new triangular faces are not allowed to overlap any other triangles already in the mesh. Due to the greedy nature of the algorithm, the following precautions are taken during reconstruction. 1. The normal of each triangle to be created is checked against the normals of its vertices, and if a certain threshold of agreement is not passed, a triangle is not created. 2. The created face will not fold over one of its edges. 3. The created face will be able to be oriented with all surface patches it connects. The order of traversing the vertices is defined by a confidence criterion of the vertex normal and the edge directions. The traversal is repeated several times and each time the threshold for normal agreement is broadened. At the end of this stage, the surface created is a manifold surface with or without a boundary (figure 15).



(a) (b) Figure 15: The local projection of a mesh: (a) before completing missing faces (b) after completing missing face. "b! "a! $



3.2.2.4 Detecting and closing boundary loops



This stage closes boundary loops in the manifold that may exist after the previous stage. Minimal boundary loops are detected and triangulated using a triangle fan. At the end of this stage, the surface is a manifold triangular mesh without a boundary (figure 16). Results employing the entire algorithm are presented in the next chapter.
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(a) (b) Figure 16: Closing boundary loops. (a) Part of a mesh with a boundary loop. (b) The same part of the mesh after the loop is closed. $ "b! $ "a! &



3.2.3 Topology detection by the extended neural gas algorithm



The ability of the extended neural gas algorithm to detect topology was previously presented. The neural gas algorithm creates a mesh which is a topology preserving map of the cloud of points. The latter term is explained in section 3.2.3.1. The extended neural gas algorithm is able to detect triangular faces that are a subset of the Delaunay triangulation. An elaborate explanation and a proof to this statement is provided in section 3.2.3.2. From this point on, we refer to the positions held as information in the neural units as sites, which are the vertices of the approximating mesh . This naming is significant since it conforms with the name used in the field of computational geometry that is used to analyze the topological issue. 3.2.3.1 Topology Preserving Map



The sites of the mesh divide R 3 into convex polyhedrons (which are not necessarily closed) called Voronoi regions [PRE85, EDE87, BOI93]. The set of these polyhedrons is named the Voronoi diagram, that in turn defines neighborhood relationships between sites and points in space. All the points in R 3 closest to site v i form the Voronoi region, denoted here by Vor (i ) . Sampled points of the surface that are classified to a site v i are part of Vor (i ) , meaning that p s Vor ( s 0 ) . This defines a mapping 0 from sampled points on the surface S to sites V on the mesh M (defined by their index) 0 : S 1 V such that 0 (p s ) s 0 . In other words, the mapping returns the index of the nearest site to the sampled point. An inverse mapping 0 1 exists between the vertex and positions in space 0 1 : V 1 S such that 0 1 (i) v i (the assumption is that the site is positioned on the surface of the object). In other words, the inverse mapping is from an index of the site to its position. The edges and vertices (sites) of the mesh M define a graph G ( E , V ) . Keeping this in mind, we can assign neighborhood criteria to the mappings 0 and 0 1 . The word “neighborhood” will be used to describe sites connected with an edge on the graph G. The word “adjacent” will define vertices in 3D which share a face in their Voronoi region (meaning that they are



45 close in space). The mapping 0 is said to be neighborhood preserving if the following condition holds: if two points are adjacent (close on the sampled surface), their closest sites are connected neighbors on the approximating mesh M . The inverse mapping 0 1 is said to be neighborhood preserving if the complementary condition holds: if two sites are connected neighbors, they are also adjacent (close in 3D). The learning process of the neural gas algorithm creates a topology preserving map. This means that both the mapping 0 and the mapping 0 1 are neighborhood-preserving. In other words, a map is said to be topology preserving if each two adjacent points on the sampled surface are classified to neighboring sites on the mesh and if each two neighboring sites on the mesh are adjacent in space. The subject of topology preserving maps is elaborated with a few examples in [MAR94]. 3.2.3.2 Mesh Connectivity Definition



In the neural gas algorithm [MAR94] the extracted mesh is defined by vertices (sites) and edges. The edges are a subset of the Delaunay triangulation of the sites. The Delaunay triangulation [EDE87] is dual to the Voronoi diagram and the following dualities hold: Every neural unit (site) defines a vertex of a Delaunay triangle (simplex of dimension 0). Every face of the Voronoi polyhedron defines an edge of a Delaunay triangle (simplex of dimension 1). Every edge of a Voronoi polyhedron defines a Delaunay triangle (simplex of dimension 2). The purpose of the extended neural gas algorithm is to define the faces of the mesh M . The mechanism that defines the connectivity between neural units in the original neural gas algorithm is Hebbian learning. The Hebbian learning law was first suggested in the neurobiological context and was adapted and extended for use in artificial neural networks [HAY94]. Its interpretation in the neural gas neural network (see [MAR94]) controls the creation of edges between neural units in the following manner: Neural units are connected with an edge if they are excited together meaning that they are closest to a sampled point. The edges decay and disappear if the neural units are not excited for a while during the training process. In the following paragraphs the Hebbian learning law will be extended to define faces that are a subset of the Delaunay triangulation. Note that this extension digresses from the original Hebbian learning law and its existing interpretations as presented in [HAY94] since it defines a connection for more then two neural units. The interpretation of the Hebbian learning law in [MAR94] can be formalized geometrically: An edge between neural units (sites) v i and v j is created if a sample point p s exists on the surface such that v i and v j are its winner and second winner. That is, for point p s the edge e ( v s0 , v s1 ) is created. This rule can be explained using second-order Voronoi diagrams [PRE85, EDE87, BOI93].



A second order Voronoi region of site v i and v j is denoted by Vor (i, j ) . Each point p Vor (i, j ) is closer to v i and v j than to any other neural unit v k . That is



Vor (i, j )



p



R3 | p vi 2 p vk . p v j 2 p vk



k , i, j . A Delaunay edge exists



46 between two neural units v i and v j if Vor (i ) Vor ( j ) , + , meaning that the two Voronoi regions are neighboring regions and share a common face in 3D. In order to explain the Hebbian learning law, we will repeat the proof given by Martinez and Schulten in [MAR94]. It is presented here for the sake of completeness, with clarifications and extensions that will later be used. Theorem 1 : Vor (i )



Vor ( j ) , + 3 Vor (i, j ) , +



That is, two sites i,j are neighboring in space if and only if there is at least one point in space that is closest to both sites. Proof : Vor ( j ) , + then Vor (i, j ) , + .



We first prove direction 1: if Vor (i ) If a point p Vor (i )



Vor ( j ) , then p v i



p vj 2 p vk



k , i, j and thus q.e.d.



direction 1. Direction 2 is more complicated, if Vor (i, j ) , + then Vor (i )



Vor ( j ) , + . Without loss of



generality we assume that p Vor (i ) . This means that p v i 2 p v j 2 p v k We pick a point q on the line segment p, v j and write it as q



k , i, j .



up (1 u ) v j ,0 2 u 2 1 , In



order to proceed, we need to prove that there is no site v k closer to point q (other than v j and v i ) while changing u from 0 to 1. This will be proved in Lemma 1. Lemma 1: q vj 2 q vk



0 2 u 2 1 . k , i, j .



Proof: We write the distance between q and v j (1) q v j



up (1 u ) v j



vj



u p vj



Now we write the following inequality using the norm characteristics: (2) p v k



p vk



q q 2 p q



q vk



And thus: (3) q v k 4 p v k



p q



but p v k 4 p v j from the definition of Vor (i, j ) so we can replace this term in (3) and write: (4) q v k 4 p v j



p q



Since q is on the line segment p, v j we can write



47 (5) p q



p vj



q vj



we replace (5) into (4) and get (6) q v k 4 p v j



p vj



q vj



Eliminating similar terms we get : q vk 4 q v j



Q.E.D. Lemma 1 Lemma 1 suggests that while advancing towards site v j the distance to it decreases while the distance to other sites may increase or decrease. And no site that was farther than v j becomes closer while moving. We continue with the proof of direction 2 in theorem 1. If we decrease u continuously from 1 to 0, the distance of q to v j decreases continuously towards zero while the distance of q to v i increases. Since for u 1 q v i 4 q v j there must be a parameter u 5 for which q vi



q v j 2 q vk



k , i, j , (the inequality at the end is derived from Lemma 1)



and thus for parameter u 5 q Vor (i )



Vor ( j ) , + Q.E.D. Theorem 1.



When the edges of the mesh are established, the faces of the mesh can be created using an extension to the Hebbian rule. For explanation of this extension to the rule we introduce the third order Voronoi region. The third order Voronoi region of sites v i , v j and v k is denoted here by Vor (i, j , k ) . Each point in the third order Voronoi region p Vor (i, j , k ) is closer to v i , v j and v k than to any other site v m . This relation can be written formally as Vor(i, j, k )



p



R3 | p vi 2 p vm . p v j 2 p vm . p v j 2 p vm



m , i, j , k .



An elaborate definition of higher Voronoi diagrams in R n is given in [BOI93]. We present a short interpretation to the three dimensional case for Voronoi diagrams of higher orders.



Definition of higher order Voronoi diagrams in R 3



The Voronoi diagram of order h in R 3 is composed of convex Voronoi regions. The vertices of the Voronoi regions are defined by the center b of ball B passing through four sites v i , v j , v k , v m . Let R be a set of all the sites residing inside ball B . For R



l the center of



the ball b is a vertex of the Voronoi diagram of order h where l 1 2 h 2 l 3 . If ball B is empty, the Voronoi vertex b is a vertex of the first order Voronoi diagram and is the intersection of the following four Voronoi regions Vor (i ) , Vor ( j ) , Vor (k ) , Vor (m) . That vertex will persist in the second order Voronoi diagrams as the common vertex of six Voronoi regions Vor (i, j ) , Vor (i, k ) , Vor ( j , k ) , Vor (i, m) , Vor ( j , m) , Vor (k , m) . It will also persist in the third order Voronoi diagram as the common vertex of four Voronoi regions



48 Vor (i, j , k ) , Vor (i, j , m) , Vor ( j , k , m) , Vor (i, k , m) . This type of vertex is called a close type vertex.



If ball B contains one site v n , then the Voronoi vertex b is a vertex of the second order Voronoi diagram and is the intersection of four Voronoi regions Vor (n, i ) , Vor (n, j ) , Vor (n, k ) , Vor (n, m) . It will persist in the third order Voronoi diagram and will be the intersection of the six Voronoi regions Vor (n, i, j ) , Vor (n, i, k ) , Vor (n, i, m) , Vor (n, j , k ) , Vor (n, j , m) , Vor (n, k , m) . If ball B contains two sites v n and v z then the Voronoi vertex b is also a medium type vertex of the third order Voronoi diagram and it is the intersection of the following four Voronoi regions Vor (n, z , i ) , Vor (n, z , j ) , Vor (n, z , k ) , Vor (n, z , m) .



Before proceeding, we reiterate the duality connections between the Voronoi diagram (of order 1) and the Delaunay triangulation. A Delaunay face is dual to an edge of a Voronoi polyhedron. An edge of a Voronoi polyhedron in R 3 is created by the intersection of three first order Voronoi polyhedrons. Thus, a Delaunay face exists between three sites v i , v j and v k if Vor (i ) Vor ( j ) Vor (k ) , + . This means that the three first order Voronoi regions are neighboring regions and share a common edge.



In Theorem 1 the existence of second order Voronoi diagrams was used to detect Delaunay edges. The analogy tying third order Voronoi diagrams to Delaunay faces is not trivial and is presented in theorem 2. Theorem 2: Vor (i )



Vor ( j )



Vor (k ) , + 3 Vor (i, j , k ) , + . Vor (i, j ) , + . Vor (i, k ) , + . Vor ( j , k ) , +



Proof: first prove direction 1: if Vor (i ) Vor ( j ) Vor (k ) , + Vor (i, j , k ) , + . Vor (i, j ) , + . Vor (i, k ) , + . Vor ( j , k ) , + .



then



If



that



We



p vi



a p vj



point



p Vor(i )



Vor( j )



Vor(k ) ,



this



means



p vk 2 p vm m , i, j, k



and thus Q.E.D. direction 1. Direction 2 is again more complicated: if Vor (i, j , k ) , + . Vor (i, j ) , + . Vor (i, k ) , + . Vor ( j , k ) , + then Vor (i ) Vor ( j ) Vor (k ) , + . Without loss of p vi 2 p v j 2 p vk 2 p vm



generality m , i, j , k .



we



assume



that:



We pick a moving point q on the line segment p, v k . We reuse Lemma 1 to establish that while moving q from p towards site v k the distance q v k decreases, whereas the distance to other sites either increases or decreases while keeping the following relation q v k 2 q v m m , i, j , k . Thus, while advancing towards v k one of the following distinct events occurs first:



49 Case 1 : q v i



q vk



Case 2 : q v j



q



vk



Case 3 : q v i



q



vj



Case 4 : q v i



q vj



vk 2 q



q



vm



Case 4 means that Vor (i ) Vor ( j ) Vor (k ) , + and thus Q.E.D. We will now establish what happens in the other cases: Case 1: Due to Lemma 1 and to the initial site-naming assumption that p v i 2 p v j 2 p v k 2 p v m m , i, j , k , either case 2 or case 3 were passed before getting to case 1, or case 4 was reached. Thus, it is impossible to get to case 1 before other cases. We continue examining the other cases. Case 2: We can write that q v i satisfies q v j



q



vj



q



vk 2 q vm



m , i, j , k . Since point q



v k , we deduce that point q is on the bisection plane between site v j



q



and site v k denoted by Bis ( v j , v k ) . We define a new moving point t on the line connecting point q with the projection of site v i on the bisection plane Bis ( v j , v k ) . Point t moves on the line in the direction increasing t



v i . One of the following cases will occur first:



Case 2.1: t



vi



t



vj



t



vk 2 t



vm



Case 2.2: t



vi



t



vj



t



vk



vm 2 t



t



m , i, j , k n , i, j , k , m



vn



If case 2.1 was reached, then Q.E.D. If we reached case 2.2, we define a new moving point r moving continuously away from t r vk r v m towards the direction that decreases the on the line that satisfies r v j distance from sites v j and v k . One of the following cases will occur first: Case 2.2.1 r



vi



r



vj



r



vk



r



vm 2 r



vn



Case 2.2.2 r



vi



r



vj



r



vk



r



vm



vn 2 r



r



n , i, j , k , m vz



z , i, j , k , m, n



If case 2.2.1 was reached then Q.E.D . We will show that case 2.2.2 is a recurring case that leads back to case 2.2.1. Notice that ball B , which is centered at r and whose boundary passes through v j , v k , v m , v n , contains one site v i . Thus, by definition, point r is a vertex of the second order Voronoi diagram, which is the common point of Voronoi regions Vor (i, j ) , Vor (i, k ) , Vor (i, m) , Vor (i, n) . These Voronoi regions are partially bounded by the intersection of three bisection planes. Notice that the planes do not separate site v i from the other sites mentioned since case 2.2.1 was not reached. Several cases exist for the arrangement of those bisection planes:



50 Case 2.2.2.1 Bis ( v j , v k ) , Bis ( v j , v m ) , Bis ( v k , v n ) . Case 2.2.2.2 Bis ( v j , v k ) , Bis ( v j , v n ) , Bis ( v k , v m ) . Case 2.2.2.3 Bis ( v j , v k ) , Bis ( v j , v n ) , Bis ( v j , v m ) . Case 2.2.2.4 Bis ( v j , v k ) , Bis ( v k , v n ) , Bis ( v k , v m ) . In all those cases, moving on the plane Bis ( v j , v k ) to the other side of any other bisection plane will result in a point that is closer to v m or v n than to v i or v j (depending on the plane passed). Thus the point a satisfying a Vor ( j ) Vor (k ) does not exist on the other side of any of those bisection planes. The given implies that such a point does exist, due to Theorem 1 and the fact that Vor ( j , k ) , + . The possibility remains not to pass one of those planes and to continue moving along the lines created by those planes – for example continue moving on the line r v j r vk r v n . This possibility brings us back to cases 2.2.1 or 2.2.2 replacing v m . Since the number of sites creating the Voronoi diagram is finite, the number of cases to be checked is finite. In each such case we either reach case 2.2.1 and thus Q.E.D or we reach case 2.2.2 and continue moving along the boundary of Vor (i, j , k ) on Bis ( v j , v k ) . Summarizing case 2.2.2 we conclude that it recurs a finite number of times until we reach case 2.2.1 or the given that Vor ( j , k ) , + is contradicted. Case 3: We can write that q v i



q vj



q



vk 2 q vm



m , i, j , k .



We continue moving q towards v k . In this case, however, we can write q



vj



q



vi 2 q vk 2 q



m , i, j , k and since we cannot pass the bisection



vm



plane Bis ( v i , v j ) again while moving q towards v k the following event occurs: q



vj



q



vi



q



vk 2 q vm



m , i, j , k



Interchanging v i and v j , this event is similar to case 2 which we already proved. Summarizing, it was shown that a path to a point on Vor (i ) Vor ( j ) Vor (k ) exists without leaving Vor (i, j, k ) and thus Q.E.D. Theorem 2. From Theorem 2 one may notice that the existence of a sample point in the third order Voronoi region is not sufficient to indicate that a Delaunay face exists on the mesh. However, it is a necessary condition along with the condition that the edges providing support for that face exist on the mesh. The extension to the Hebbian learning law for creating a Delaunay face can be formalized as follows: for a sampled point p s whose winner sites are v s0 , v s1 , v s 2 , a Delaunay triangle f e2



(e 1 , e 2 , e 3 )



will



( v s0 , v s2 ) , e 3



be



created



if



e1 , + . e 2 , + . e 3 , +



where



e1



( v s 0 , v s1 ) ,



( v s1 , v s 2 ) .



In other words, each Delaunay face can be defined by three sampled points. Each sampled point defines an edge between two closest sites as with the Hebbian learning law. One of the sampled points defines the face by being closer to all three sites creating the face.
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4 Results This chapter presents the results of the reconstruction approaches described in the previous chapter. The results are presented in the same order of presentation as the approaches.



4.1



Approach A – reconstruction of surfaces from a cloud of points



The approach consists of several parameterization methods and surface fitting methods as can be seen in figure 2. The feasibility of the proposed reconstruction methods is demonstrated on several freeform objects. The development environment consisted of a CyberWare 3D laser scanner and a 350 Mhz Pentium II PC with 128M RAM memory and Windows NT 4.0 operating system. The software was written in the C Programming Language, using the Irit software package [ELB96]. The objects were sampled at high density, O(104) points (figure 17). Next, the proposed PDE or neural network SOM parameterization methods were applied (see section 4.1.1). Finally, several surface approximation methods were tested and compared (see section 4.1.2). The results of the overall reconstruction process are presented in section 4.1.3.



4.1.1 Parameterization



The following sections will present several examples for parametric grids constructed in order to parameterize the range images in figure 17. Section 4.1.2 will present surface fitting over the points parameterized using the grids displayed in this section. 4.1.1.1 2D initial Parameterization using PDE and SOM



2D initial parameterization is performed using PDE or SOM. Figure 18 shows grids created by the PDE parameterization method. The corner points for the grid were selected by extreme coordinate values. The ability of the PDE method to create a grid where the iso-curves do not intersect is demonstrated on the plane model where the boundary is highly concave. Figures 19 and 20 show the SOM parameterization method with the “boundary last” and “boundary first” corrections. The knife sample demonstrates how the orientation of the grid can change qualitatively. Figure 21 shows the parameterization grids and the point distribution of both grids. In the PDE parameterization, the sub-boundaries were picked arbitrarily (as extreme coordinate values). This causes a highly non-uniform point distribution in the parametric domain during initial parameterization. However, with the neural network SOM parameterization method, the points are distributed more fairly in the parametric domain.
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(a)



(b)



(c)



(d) (e) Figure 1(: Sampled models: (a) A range image of a mask. (b) A range image of a knife. (c) A range image of a plane. (d) A range image of a toy car. (e) A cloud of points that consists of several range images of joined sphere and cube. "c! ' # "b! # "a! # ( $ # # $ ' "e! # "d! # #
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(a) (b) (c) Figure 1): PDE parameterization grid for the: (a) mask sample (b) knife sample (c) plane sample. # "c! ' # "b! # "a! PDE )



(a) ordering



(b) boundary learning



(c) boundary detection



(d) ordering (e) boundary detection Figure 1+: Different phases in the SOM boundary last method for a mask and an airplane. (ac) mask model. (d-e) airplane model. # "a-c! SOM boundary last * + # "d-e!
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(a) ordering



(b) boundary learning



(c) inner point learning



(d) ordering



(e) boundary learning



(f) inner point learning



Figure ,: Different phases in the SOM boundary first method applied on a mask sample and on an airplane. (a-c) mask model. (d-f) airplane model. #



"a-c! SOM boundary first



* #



"d-f!



,
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Parameterization method



2D parametric grid



Point density in grid histogram



PDE



number of cells



points per grid cell 50 40 30 20 10
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Neural Network SOM



number of cells
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60



0
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number of points per cell



Figure 21: Parameterization grid of the knife model using PDE and neural network SOM parameterization, and a point distribution diagram. # $ # * ' 21 #$ # SOM
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4.1.1.2 3D SOM Parameterization



Using the SOM parameterization method in 3D can result in many orientations of the created grid as can be seen in figure 22. Moreover, due to non uniform distribution of the points, the aspect ratio of the grid may change. Figure 23 demonstrates the phases of the 3D SOM algorithm with the growing grid extension. The resulting grid has the size of 35x48 nodes. The size of the bounding box of the toy car range image is: 105x75x27 mm thus the aspect ratio of 1.4 is approximated by a grid aspect ratio of 1.37.



(a)



#



(b)



Figure 22: Mask model: two orientations of the 3D SOM grid. SOM. #



(a)



(b)



(c)



(d) (e) (f) Figure : A toy car model: The progress of the SOM algorithm with the growing grid extension on the toy car range image. (a) Random initialization. (b-e) Intermediate stages. (f) The final grid. growing grid # SOM #$ # "f! "b-e! $ "a! #
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4.1.2 Surface Fitting



This section compares the surface fitting methods described in section 3.1.2. The methods are applied to sampled points that were parameterized using various parameterization methods as described at section 3.1.1. For 2D parameterization methods, the CMA method was used to rapidly approximate an initial B-Spline surface. For 3D parameterized points, the 3D grid was used as the control mesh of the approximating surface. In order to improve the error both on the surface and on the boundary, two correction methods were tested: GDA and RSEC (sections 3.1.2.2 and 3.1.2.3). Adaptive base surface parameterization was applied for parametric optimization. Reparameterization of the base surface proved to be the time bottleneck; otherwise, the RSEC and GDA had similar execution times. Initial parameterization time using PDE and the SOM neural network was negligible compared to surface fitting time and did not take more than 2-3 minutes in all the examples. Following is a comparison between the approximation methods, according to performance parameters: size, global time, reparameterization time, surface error, boundary error. This comparison was carried out on mask, knife and airplane objects (figures 24-26 and tables 57). The mask object was sampled from a real object and demonstrates the ability of the methods to deal with complicated surfaces. The knife example was also sampled from a real object and illustrates the ability of the algorithms to deal accurately with a large number of sample points. The airplane example was synthetically calculated from an object and demonstrates the ability of the algorithms to deal with highly concave surfaces. In tables 5-7: iteration numbers refer to parametric optimization iterations (section 3.1.1.2); all size measurements are in centimeters; errors presented are maximum errors.



Method



Control Polygon size



Total Time



Reparameterization Time



# of Iterations



Boundary Error



Surface Error



PDE Parameterization CMA



52x52



8 sec



-



1



1.202326



0.486495



GDA



52x52



62 min



~42 min



3



0.622919



0.226782



RSEC



52x52



65 min



~42 min



3



0.889290



0.168178



Neural network SOM “Boundary first” Parameterization CMA GDA RSEC



52x52



8 sec



-



1



1.220696



0.441713



52x52



42 min



~28 min



2



0.831381



0.254475



52x52



48 min



~28 min



2



1.121670



0.298538



Table 5: Comparison of approximation methods for mask (# of sampled points = 32626; bounding box size of the model =15 x 15 x 13 cm3). # & & # #$ # 15x15x13



58 The mask example in figure 24 shows two results: neural network SOM parameterization was best fitted by GDA and the PDE parameterization was best fitted using RSEC. Although the error is smaller in the PDE-RSEC example, the mask looks worse because of the local nature of RSEC. The RSEC is greedier than the GDA and works per sampled point at a time. The error is smaller numerically in this case; however the surface seems less smooth.



PDE parameterization – iso-curves – RSEC



PDE parameterization – shaded surface - RSEC



Neural network SOM Boundary first Neural network SOM Boundary first parameterization –iso-curves – GDA parameterization - shaded surface - GDA Figure 2 : Example for mask surface fitting. #
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Method



Control Polygon size



Total Time



Reparameterization Time



# of Iterations



Boundary Error



Surface Error



CMA



52x52



8 sec



-



1



1.038951



0.431203



GDA



52x52



340 min



~300 min



5



0.1222228



0.085556



RSEC



52x52



200 min



~160 min



3



0.3345834



0.077747



Table 6: Comparison of approximation methods for an airplane (# of sampled points = 37295; bounding box size of the model = 11x7x3 cm3). # ( + # #$ # & 11x7x3



Surface iso-curves– GDA Surface shaded– GDA Figure 2 : Example for airplane surface fitting. #



Figure 25 and table 6 do not contain results from neural network SOM parameterization because SOM parameterization fails with concave boundaries, as can be seen in figures 1920.
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Method



Control Polygon size



Total Time



Reparameterization Time



# of Iterations



Boundary Error



Surface Error



PDE Parameterization CMA



52x52



22 sec



-



1



0.3553214



0.196429



GDA



52x52



340 min



~300 min



5



0.1222228



0.085556



RSEC



52x52



200 min



~160 min



3



0.3345834



0.077747



Neural network SOM “Boundary last” Parameterization CMA GDA RSEC



52x52



22 sec



-



1



0.4404472



0.1332435



52x52



235 min



~160 min



3



0.1419249



0.0651551



52x52



195 min



~160 min



3



0.3996531



0.0610476



Table 7: Comparison of approximation methods for a knife (# of sampled points = 106714; bounding box size of the model = 17 x 6 x 3 cm3). # ,&( # #$ ' # ( 17x6x3 The knife example (figure 26 and table 7) demonstrates how the orientation of the grid can change qualitatively. In the neural network SOM parameterization method, the points are distributed more fairly in the parametric domain, so that the resulting surface is much smoother (see the shaded handle area) as can be seen in figure 21. If the sampled points are distributed uniformly in the parametric domain, then each control point of the B-spline surface is influenced by a constant number of sampled points. As a result, areas with dense information will have many control points and will produce a surface with higher resolution in these areas. Areas with lower density will have fewer control points as support.
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PDE parameterization – surface iso-curves – GDA



PDE parameterization – surface shaded– GDA



Neural network SOM Boundary last Neural network SOM Boundary last parameterization – parameterization – surface iso-curves – GDA surface shaded– GDA Figure 2&: Example for knife surface fitting. ' # & The error convergence was illustrated on the different fitting methods relative to each object by error maps for PDE parameterization only (figure 27). The purple areas reflect regions with an error above a given threshold i.e., either areas with very large errors or areas with no sampled points projected on them.



62 Control mesh approximation



Gradient descent



Random surface error correction



Mask



Airplane



Knife



Figure 2(: Error analysis of the models by the four fitting methods (error is in centimeters). " ! (



63 Although the total execution time may seem long, most of the time is spent in the optimization stage, which is the time bottleneck. Until this stage, the fitted surface is a good approximation of the original surface, and it would take no more than ten minutes. However, it is not optimal. Previous examples demonstrated surface fitting over 2D parameterized points. Figure 28 demonstrates RSEC surface fitting over initial 3D parameterization using SOM with the growing grid extension. The 3D grid is used to represent the control mesh of the initial B-Spline surface. Thus, initial surface fitting by CMA is not needed. Notice that the whole reconstruction process is based solely on Neural network techniques.



(a)



(b)



(c)



(d)



Figure 2): The toy car range image that is composed of 40138 points is reconstructed using 3D parameterization and RSEC surface fitting. (a) The 3D grid of size 36x54 using SOM with the growing grid extension (b) The B-Spline surface reconstructed using RSEC. (c) The error map of the initial surface.(d) The error map of the surface after RSEC. #$ , ) # ) # # "a! RSEC SOM # B-Spline "b! growing grid SOM 36x54 "d! $ "c! RSEC RSEC



64 4.1.3 Merging surfaces from multi range images



In the previous sections, reconstruction results for single range images were discussed. This section demonstrates the feasibility of the merging process described in section 3.1.3 and completes the reconstruction approach. Figures 29a and 29b demonstrate the sampling from multiple directions of the joined sphere and cube object. Figure 29c shows the surfaces fitted to the range images. The different colors represent the scanning direction, both for the sample points and the fitted surfaces. Figure 30 demonstrates the reconstructed object after surface merging. Figure 31 shows the merging process for the mask object that is reconstructed using two surfaces merged together. In this example the distinction curve is arbitrary and not a boundary distinction curve.



(a) (b) (c) Figure 2+: Multi sampling of an object: (a) The object and its sampling directions. (b) Merged range images from several directions. (c) Surfaces fitted for each range image. # # "b! % # "a! % # + # "c! #



65



(a)



(b)



(c) (d) Figure ,: The sphere and cube model composed of trimmed surfaces. (a-d) Different views of the object. $ # % , % "a-d!



Figure



(a) (b) : A mask model (a) iso-lines of two fitted surfaces. (b) merging the two surfaces. "b! $ "a! #
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4.2



Approach B – reconstruction of a triangular mesh from a cloud of points



This section demonstrates the feasibility of the reconstruction approach discussed in sections 2.2 and 3.2 for reconstruction arbitrary topology objects as a triangular mesh. The extended algorithm was implemented on a PC platform in visual C++ using the MFC and OpenGL libraries. The algorithm was tested on the following objects: 1. A computed cloud of points of a joined sphere and cube. 2. A computed cloud of points of a torus. 3. A sample of a toy helmet scanned by a Cyberware scanner. 4. A computed cloud of points of loops joined. Clouds of points were computed using the IRIT solid modeler [ELB96]. The results are displayed in figures 32-35, and the properties of the samples and the extended neural gas algorithm are displayed in table 8. The objects were trained using the extended neural gas algorithm with the following parameters ( i 0.3 ( f 0.05 i 30 0.05 a i 20 a f 200 . Reconstruction times f are presented on a computer with 1.13Ghz CPU and 256M RAM.



Object



Number of sampled points S



Genus



Number of neural units V



Run Length L



Ball & Cube Torus Toy Helmet Joined Loops



3435



0



100



40000



50604 14372



1 1



100 200



80000 80000



85 76



8 15



93 91



72396



3



400



200000



464



40



504



Extended Execution Total neural time of the reconstruction gas manifold time in neural creation seconds network algorithm training in seconds time in seconds 15 10 25



Table 8: Reconstructed objects with reconstruction parameters. ) In figures 32-35, the range image is shown in (a) , the random initialization is shown in (b), and the progress of the extended neural gas algorithm is shown in (c) to (f). The mesh correction algorithm is shown afterwards with the final object. In all the figures, the normals at the neural units are shown as yellow lines, the faces are shown lighted using the normal information derived during training, front faces are shown in green while back faces are shown in orange after reorientation. The edges of the mesh are also shown in various colors: green edges have no faces



67 incident to them; cyan edges have one face incident to them and are boundary edges of the manifold; red edges are manifold edges that have two faces incident to them; thick purple edges are non manifold edges that have three or more faces incident to them and are deleted during mesh correction. The sphere and cube object in figure 32 was sampled synthetically. The sample is quite sparse, and thus not many faces are created using the extended neural gas algorithm; however the mesh correction algorithm completes the mesh and reports a correct genus. The range image is shown in all the sub-figures for comparison. In the torus object (figure 33), the sample is quite sparse and little work is left for the mesh correction algorithm. Actually, the mesh is complete after the face completion using local projection method, and no boundary exists. A correct genus is reported. The toy helmet object in figure 34 is an object that was scanned and reconstructed using the suggested approach and it demonstrates the applicability of the suggested method for physical objects. The joined loops object in figure 35 is a complex genus-3 object, where the object loops pass through the holes of the other loops. This object was successfully reconstructed with the correct genus, and it demonstrates the applicability of the algorithm for complex topological shapes.
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(a)



(b)



(c)



(d)



(e)



(f)



(g)



(h)



(i)



Figure : Reconstruction stages of a sphere connected to a cube: (a) range image; (b) initialization of the neural net; (c) after 10000 iterations; (d) after 20000 iterations; (e) after 30000 iterations; (f) after 40000 iterations; (g) after eliminating of faces not representing the volume boundary and face reorientation; (h) after completing missing faces using local projection; (i) after detecting and closing boundary loops. "b! $ # "a! $ # ,,,, "e! ,,,, "d! ,,,, "c! % "g! ,,,, "f! "i! $ * "h!
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(a)



(b)



(c)



(d)



(e)



(f)



(g)



(h)



(i)



Figure : Reconstruction stages of a torus: (a) range image; (b) initialization of the neural net; (c) after 10000 iterations; (d) after 20000 iterations; (e) after 50000 iterations; (f) after 80000 iterations; (g) after eliminating of faces not representing the volume boundary and face reorientation; (h) after completing missing faces using local projection; (i) final object without normals. "b! $ # "a! "f! ,,,, "e! ,,,, "d! ,,,, "c! % "g! ),,,, % "i! $ * "h!
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(a)



(b)



(c)



(d)



(e)



(f)



(g)



(h)



(i)



(j) (k) (l) Figure 3 : Reconstruction stages of a toy helmet: (a) range image; (b) initialization of the neural net; (c) after 10000 iterations; (d) after 20000 iterations; (e) after 50000 iterations; (f) after 80000 iterations; (g) after eliminating of faces not representing the volume boundary and face reorientation; (h) after completing missing faces using local projection; (i) after detecting and closing boundary loops; (j,k) final object without normals from different views. (l) original scanned object. "b! $ # "a! # $ ,,,, "e! ,,,, "d! ,,,, "c! % "g! ,,,, "f! "i! $ * "h! $ % "l! #$ % "j,k! $
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(a)



(b)



(c)



(d)



(e)



(f)



(g)



(h)



(i)



(j)



(k)



Figure 3 : Reconstruction stages of joined loops: (a) range image; (b) initialization of the neural net, (c) after 10000 iterations; (d) after 50000 iterations; (e) after 100000 iterations; (f) after 200000 iterations; (g) after eliminating of faces not representing the volume boundary and face reorientation; (h) after completing missing faces using local projection; (i) after detecting and closing boundary loops; (j) final cad model; (k) final CAD model from a different view. "b! $ # "a! % "e! ,,,, "d! ,,,, "c! % "g! ,,,,, "f! ,,,,, $ * "h! % "k! % "j! "i!
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5 Conclusions The leap from 2D reverse engineering processes, embodied by desktop scanners and fax machines, to 3D processes is difficult. Mature methods and understanding of the problems involved are required in order to construct 3D applications. As part of this research, problems associated with reverse engineering were explored. New techniques, based on neural networks, were developed to overcome the problems. The problems accompanying the reverse engineering process were described in previous chapters. Two complete reconstruction approaches were presented previously, one reconstructing a CAD model as B-Spline surfaces and the other as a triangular mesh. Problems encountered during the RE process, such as parameterization, surface fitting and topology detection were explained and solutions were proposed. The neural network methodologies used here were suitable for reverse engineering tasks. In addition, this research bears a contribution to other applications by extending existing neural network methods. This chapter discusses the advantages and shortcomings of each approach and draws conclusions. 5.1



Approach analysis



Two reconstruction approaches were presented in previous chapters. Both approaches are able to reconstruct a CAD model from multiple range images. However, they differ from each other in nature. Approach A reconstructs a model composed of trimmed B-Spline surfaces while approach B reconstructs a triangular mesh. A comparison between the proposed approaches and other methods found in the literature is summarized in table 3 in chapter 1. Approach A employs several interchangeable methods for parameterization and surface fitting. These methods will be evaluated in section 5.2. This approach is more suitable for practical applications due to its characteristics discussed below. The advantages of approach A can be summarized as: Compatibility to current CAD systems – The fact that B-Spline surfaces are used makes the model highly compatible with current CAD systems. CAD model simplicity – The CAD model is composed from a B-Spline surface for each view of the object. Thus large surfaces representing large areas of the surface are created. The CAD model will therefore be constructed with less surface patches. Incremental addition of range images – Range images can be added incrementally to the model. Parallelism potential – Reconstruction of the B-Spline surfaces in parallel can reduce computing time. Pipelining potential – The whole process can be separated into small tasks that can be processed in a pipeline to reduce overall reconstruction time. For example, a pipeline can be composed of the following straightforward stations: scanning , surface reconstruction , merging. In such a pipeline three range images will be processed in parallel. Sub-stations for parameterization and surface fitting can also be added to regulate the pipeline.



73 The approach also has some shortcoming: Discontinuity - Gaps left between the surfaces. Dependence on range image order- Merging the surfaces in the order of scanning may lower accuracy. Numerical anomalies – The process is difficult numerically, especially where surfaces with 'swimming gills' are introduced in the model. Incomplete information - Overlapping areas between the range images are affected only by the last range image that was integrated.



Approach B introduces neural networks for solving the topology detection problem, and its main contribution is the explanation provided on the connection between the topology of the triangular mesh to the geometry of the approximated point cloud. An extension of the Hebbian learning law explains connections between three neural units and enables reconstruction of Delaunay triangular faces and approximation of surface normals. This approach is more versatile in its characteristics, and paves the way for additional research such as further extension of the Hebbian learning law beyond 3D. The advantages of the proposed approach consist of: Manifold triangular mesh creation – The method constructs a triangular mesh that is manifold. The mesh can be used as a base for a freeform CAD model. Simplicity – The algorithm is simple and easy to implement, requiring no special knowledge of neural networks. Extendibility potential – The algorithm can be easily extended to other neural networks such as growing neural gas to enable changing CAD model size. Modularity – The complete algorithm or parts of it can be used for different applications and different forms of data of higher or lower dimensions. For example, the neural gas algorithm without Hebbian learning can determine the density of a cloud of points in different areas. Moreover, enhanced Hebbian learning can be detached and applied on a sub-set of the point cloud. Also, the correction algorithm can be reformulated or changed.



The method has the following characteristics that can be viewed as shortcomings or advantages depending on the task required: Fixed size of the reconstructed model – If the task involves compression of the model to a fixed size, this trait can be viewed as an advantage. However, the mesh may not represent geometrical or topological features adequately if the size of the mesh is too small or too large. Local sensitivity to sampling density – when implementing the neural gas algorithm, the vertices of the mesh will be spread to accommodate minimal quantization error. Thus, higher density regions of the point cloud will be represented by more vertices and sparser regions with fewer vertices. This trait of fair representation can be seen as an advantage for some applications such as density detection. However, the density of the point cloud is sometime determined by the scanning and registration procedures and may not reflect meaningful information that should be preserved.



74 The drawbacks of the approach B are: Non-determinism – The algorithm is random in nature, and different random seeds may produce different results and may cause the method to fail to reconstruct a manifold mesh. Greedy nature – Both the neural gas implementation and the manifold creation algorithm applied are local and greedy and may cause failure of the methods. Dependence on parameters – Optimal values for the required parameters are unknown and may vary from model to model. Rules of thumb need to be determined by empirical experimentation. However, most methods in the literature have this disadvantage. 5.2



Method analysis



Approach A is composed of several interchangeable algorithms at several stages (figure 2). In this section, parameterization is analyzed in section 5.2.1 and surface fitting is analyzed in section 5.2.2. 5.2.1 Analysis of parameterization method



The previous chapters of this work presented various parameterization approaches developed in this research. The main goal of the parameterization methods was to construct an initial parameterization that could be later optimized by parametric optimization. Three options for initial parameterization of range images were presented: PDE parameterization , 2D SOM parameterization and 3D SOM parameterization. The choice of the parameterization method may differ for different objects and requirements. A comparison of the developed approach to other approaches in the literature has already been presented in table 1. The following paragraphs will clarify the considerations for choice of the method by emphasizing the advantages and drawbacks of each method. First, the choice between 2D and 3D parameterization approaches should be considered. The 3D parameterization approach presented is less robust than the 2D parameterization approaches. It should be chosen only when 2D parameterization is not possible due to lack of appropriate projection direction as in the case of already merged range images presented as input data or when the scanning direction is unknown. The next two sections will analyze the parameterization methods suggested and then the choice of the parameterization method will be clarified. 5.2.1.1 Analysis of PDE parameterization



The PDE approach presented is a 2D parameterization approach and is based on the Laplace equation. It has a robust mathematical explanation and a simple numerical approach.



75 PDE parameterization advantages: Non self intersection – The iso-curves created by the solution of the Laplace PDE do not self-intersect. Thus, the method is suitable for range images with concave boundaries. Determinism – The method will converge to the same solution for the same parameters. Numerical stability – The solution of the Laplace equation using the Gauss-Seidel method is proven numerically stable due to the fact that the iterative method is employed on a weakly dominated matrix.



PDE parameterization shortcomings: Dependence on boundary conditions – The method requires division of the boundary into four sub boundary curves. 5.2.1.2 Anaysis of SOM parameterization



When discussing SOM parameterization, some characteristics are present in both the 2D and the 3D approach. Both SOM methods are evaluated as a whole, including the extensions, such as boundary correction and growing grid. SOM parameterization advantages: Orientation detection – The grid orientation is determined during training and does not have to be set prior to execution of the algorithm. Grid aspect ratio determination – The growing grid extension enables determination of the aspect ratio of the grid lattice. Sensitivity to density – The method will strive towards uniform parametric density of the grid by minimizing quantization error.



SOM parameterization shortcomings: Non determinism – The methods may produce different results, depending on the random seed chosen. Boundary correction is required – The results of the basic algorithm need to be corrected at the boundary regions. This is accomplished by the boundary last algorithm and the boundary first algorithm in 2D; both methods, however, have their shortcoming, for example the tendency to protrude beyond concave boundaries for the boundary last algorithm and the need for predetermination of the boundary for the boundary first algorithm. In 3D, the boundary problem becomes more acute due to different densities and the inability to detect the boundary easily. Sensitivity to training parameters – The SOM method requires many parameters, and although rules of thumb exists for setting those parameters, setting them requires user experience.



76 5.2.1.3 Choosing the parameterization method



Considering the methods advantages and shortcoming previously described, method choice criteria can be formulated. Figure 36 presents the considerations for choosing a parameterization method.



Is the projection direction of the range image known?



no



Use 3D SOM parameterization



no



Use 2D SOM parameterization



no



Are results satisfactory



yes



Is the boundary of the range image highly concave?



yes



Use PDE parameterization



Figure 36: A flow diagram for aiding the decision on a parameterization method * & 5.2.2 Analysis of surface fitting method



Approach A utilizes several surface fitting methods: the CMA, the GDA and the RSEC methods. The overall fitting approach was compared to other methods in the literature and is presented in table 2. As in other fast techniques, the fitting approach is built on iterative methods. A significant contribution in this research is the introduction of a good initial approximation that is achieved by 2D parameterization in conjunction with the CMA method or by the grid created with 3D parameterization. The iterative methods used, however, compute only the positions of the vertices of the B-Spline control mesh. The fitting methods presented are applied in an alternating manner in order to optimize the fitted surface. The CMA surface fitting method constructs a fast initial approximation of the BSpline surface and although it is not accurate , especially at the boundaries, it provides a good approximation for the iterative methods that follow it.



77 The GDA algorithm uses an iterative LSQ approach in order to converge the surface to the range image. The contribution in this case is the formulation of the equations applied to the B-Spline representation. The RSEC algorithm presented combines neural network techniques and B-Spline formulation in order to present a new surface fitting method. This method is very conservative in memory consumption. However, there is no formal proof for its convergence, and it has the drawbacks of the SOM algorithm such as non determinism. This technique is recommended in case GDA produces inadequate results, since its random nature can improve results. Both iterative methods in conjunction with parametric optimization also provide an error estimation mechanism. The distance of the sampled points from the surface is calculated during the projection stage and convergence can be estimated. 5.3



General conclusions



The implications of 3D RE technology will provide significant aid to the field of engineering. The ability to reliably scan , digitally store , send and restore geometrical and topological information about 3D objects will enable closer interaction between designers, manufacturers and end users in industrial applications. For this to occur, RE processes should be researched further. The difficulties encountered may change when different scanning techniques produce different kinds of data to be processed such as MRI data. However, the task will remain the same: to provide a machine with the ability to comprehend a physical object and reconstruct it as a digital model that can be later reproduced. Learning techniques similar to those of neural networks will probably assist the understanding process the machine undergoes.
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This means that jik k. , Ã²". -Ã‡. -Ã‡. - vp vp vp j i . We pick a point q on the line segment j vp, and write it as. 1. 0,). 1(. Ã‡Ã‡. -+. = u u u j v p q. , In order to proceed, we need to prove that there is no site k v closer to point q (other than j v and i v ) while changing u from 0 to 1. This will be proved in Lemma 1. Lemma 1: jik u. 
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