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Abstract The paper presents a hybrid technique for affine invariant feature extraction with the view of object recognition based on parameterized contour. The proposed technique first normalizes an input image by removing affine distortions using independent component analysis which also reduces the effect of noise introduced during contour parameterization. Then two invariant functionals at three different dyadic levels are constructed using the wavelet based conic equation. Experimental results conducted using three different standard datasets confirm the validity of the proposed approach. Beside this the error rates obtained in terms of invariant stability are significantly lower when compared to other wavelet based invariants and the proposed invariants exhibit higher feature disparity than the method of Fourier descriptors.



Keywords: Affine invariants, Independent Component analysis, Dyadic Wavelet Transform, Conics, Geometric Transformations, Pattern recognition.



1



Introduction



One of the key tasks in robotic vision is to recognize objects when subjected to different viewpoint transformations and this can be achieved by constructing invariants to certain groups (Euclidean, affine, projective transformations) which hold potential for widespread applications for industrial part recognition [14], handwritten character recognition [15], identification of aircrafts [6], and shape analysis [16] to name a few. Viewpoint related changes of objects can broadly be represented by weak perspective transformation which occurs when the depth of an object along the line of sight is small compared to the viewing distance. This reduces the problem of perspective transformation to the affine transformation which is linear [18]. The affine group includes the four basic forms of geometric distortions, under weak perspective projection assumption, namely translation rotation, scaling and shearing. Finding a set of descriptors that can resist geometric attacks on the object contour can act as a good starting point for the more difficult projective group of transformations. In this paper we propose a new method of constructing invariants which is based on normalizing an affine distorted and noise corrupted object boundary using independent component analysis which makes it invariant to translation, scaling and shearing deformations beside removing noise from the contour data points. Then using the restored object contour we construct two invariants using the approximation coefficients of the dyadic wavelet



transform. It is important to mention here that the constructed invariants are independent of the contour scan order. The rest of the paper is organized as follows. In section 2 we review some the previously published works, section 3 describes the proposed method in detail and section 4 provides experimental results and comparisons with previously published techniques. Let us have a brief overview of independent component analysis before going into the details.



1.1 Independent Component Analysis Primarily developed to find a suitable representation of multivariate data it performs blind source separation of a linear mixture of signals and has found numerous applications in short time. Assume that we observe a linear mixture Q of n independent components: Qj = Aj1S1 + Aj2S2 + … + AjnSn for all j (1) where A represents the mixing variable and S the source signals. Using vector notation it can be expressed as: Q = AS (2) The model above is called the independent component analysis or ICA model [1][2] which is a generative model as it describes the process of mixing the component signals Si. All that is observed is Q and A, S must be estimated from it. In order to estimate A, the component Si must be statistically independent and have a non-gaussian distribution. After estimating the mixing variable A we can compute its inverse say W and obtain the independent components as: S = WQ (3)



Figure 1 shows the complete system diagram for the construction of contour based invariants. We opted for ICA as a possible solution space because an affine deformation of the object contour results in the linear mixing of the data points on the coordinate axis besides being coupled with random noise during contour parameterization.
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Related Work



Keeping in view the importance of constructing invariants and their widespread applications research has been conducted by many which can broadly be classified into two groups namely: Region based and Contour based invariant descriptors. In the context below we review some of the contour based techniques that are most related to the present work. Several parameterizations of the object boundary that are linear under an affine transformation have been proposed. The affine arc length τ proposed in [8] is defined as: b



τ = ∫ 3 x(t )' y (t )' '− x(t )' ' y (t )'dt



(4)



a



where x(t)′, y(t)′ are the first and x(t)′′, y(t)′′ the second order derivatives with respect to the parameterization order t. As the above computation requires second order derivates so it becomes susceptible to noise introduced because of incorrect segmentation of the object. To solve the above problem Arbter et al. [9] introduced the invariant Fourier descriptors using the enclosed area parameter defined as: 1b (5) σ = ∫ | x(t ) y (t )'− y (t ) x(t )' | dt 2a The above formulation was derived using the property that the area occupied by an object changes linearly under an affine transformation. The only drawback is that it is not invariant to translation and requires the starting and ending points to be connected. Arbter also found that using sign in the enclosed area parameter (5) makes it much less sensitive to noise instead of the absolute values. Beside this the technique has a higher misclassification rate as compared to the wavelet based descriptors. Zhao et al. [10] introduced affine curve moment invariants based on affine arc length (4) defined as:



~ p ~q ~ ~ v pq = ∫ [ x(t ) − x ] [ y (t ) − y ] {[ x(t ) − x ] y (t )'[ y (t ) − y ]x(t )'}dt C



(6) where x and y are the centroid of the contour computed using (4) after removing the cubic root in the framework of moments. They derived a total of three invariants using equation (6) and have shown them to be invariant to the affine group of transformations. The draw back of the above framework is that the invariants are sensitive to noise and local variations of shape because the computation of invariants is based on moments and derivates of first order. More recently Manay et al. [7] introduced the Euclidean integral invariants to counter the effect of noise based on the concept of differential invariants. They have derived two invariants namely; distance integral invariant and area integral invariant. The major drawback of their work is that the distance integral invariant is a global descriptor and a local change of shape i.e. missing parts of shape, effects the invariant values for the entire shape, where as the area integral invariant only counters for the Euclidean group of transformations. Tieng et al. [4] proposed the use of dyadic wavelet transform for constructing invariants using the approximation and detail coefficients. They formulated a framework based on enclosed area parameter for constructing invariants in the wavelet domain. Later Khalil et al. [5][6] extended their work and derived invariants using the detail coefficients and wavelet based conic equation. More recently Ibrahim et al. [3] derived invariants using the approximation coefficients based on the framework proposed in [4] and showed that approximation based invariants outperform detail based invariants in terms of error rates. We make use of the framework proposed in [5][6] while constructing invariants in the next section and improve upon the wavelet based methods by reducing error rates. In short we improve on many of the short comings mentioned previously.
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Proposed Technique



We propose a three step process for the construction of contour based invariant descriptors of the objects. The first step acts as foundation for second and third steps in which ICA is applied and then invariants are constructed. Next we provide the detailed description of each step:



3.1



Boundary Parameterization and Re-sampling



In the first step object contour is extracted and parameterized. Let us define this parametric curve as [x(t), y(t)] with parameter t on a plane. Next the parameterized boundary is resampled to a total of L data points. Thus a point on the resampled curve under and affine transformation can be expressed as: ~ x (t ) = a0 + a1x(t ) + a2 y (t ) ~ y (t ) = b0 + b1x(t ) + b2 y (t )



(7) The above equations can be written in matrix form as: x (t ' ) ⎤ ⎡a1 a 2 ⎤ ⎡ x(t ) ⎤ ⎡a 0 ⎤ ⎡~ ⎥⎢ ⎢~ ⎥=⎢ ⎥+⎢ ⎥ ⎣ y (t ' ) ⎦ ⎣ b1 b2 ⎦ ⎣ y (t ) ⎦ ⎣ b0 ⎦ x (t ' ) ⎤ ⎡~ ⎡ x(t ) ⎤ (8) ⎢~ ⎥ = P ⎢ y (t )⎥ + B y t ( ' ) ⎣ ⎦ ⎣ ⎦ Y ' (t ' ) = PY (t ) + B where t and t′ are different because of the difference in contour scan order and sampling of the two contours, and Y′ is obtained as a result of linear affine transformation of Y, P is the affine transformation matrix and B is the translation vector which can be removed (B = 0) by using the centroid contour coordinates.



3.2



Theoretical Formulation application of ICA



and



We know that Y(t) and Y′(t′) are the linear combination of the same source S with a different mixing matrix A and A′ referring to equation (2). Then we can write: Y(t) = AS(t) Y ' (t ' ) = A' S (t ) (9) where A′ is the linear combination of P and random noise N. In (9) the mixing matrix A′ is different because of the difference in affine transformation parameters and the random noise introduced during contour parameterization. Next we estimate the mixing variable A′ by finding a matrix W of weights using the Fast ICA algorithm from [1]. Then W will be used to find the original source S as per equation (3). The two step process for computing ICA is as follows:



Step 1: Whiten the Centered Data Whitening is performed on Y′(t′) in order to reduce the number of parameters that need to be estimated. Its utility resides in the fact that the new mixing



matrix A′ that will be estimated is orthogonal such that it satisfies: (10) A′ A′ T = I So, the data Y′ becomes uncorrelated after this step. Whitening is then performed by computing the Eigen value decomposition of covariance matrix as: Y′ Y′T = EDET Y′ = ED-1/2ETY′ (11) where E is the orthogonal matrix of eigenvectors of { Y′ Y′T } and D is the diagonal matrix of eigen values.



Step 2: Apply ICA on the Whitened Object Contour Here we apply the independent component analysis on the whitened contour Y′ = [x′(t′) y′(t′)]. The steps involved in the algorithm are detailed below: a. Initialize a random matrix of weights W. b. Compute the intermediate matrix as: ~ ~ ~ ~ W + = E{ Y'g(W T Y')}- E{ Y'g'(W T Y')}W (12) where g is a non quadratic function and E{.} represents the maxima of the approximation of negentropy. For more details refer to [1].



c. d.



Let W = W + / || W + || If not converged, then go back to b.



It is important to note that convergence means that the previous and current values of W have the same sign and the difference is below a certain permissible value. By using the above procedure we have been able to find a matrix W′ of weights that satisfies: W ' Y ' (t ' ) = W ' AS (t ' ) ≈ S (t ' ), A' = W ' −1 (13) So we now use the inverse of the matrix W′ to find S as per equation (3). The obtained source S(t′) will have the same statistical characteristics as the original source S(t) but will only differ from it because of the random contour parameterization order.



(a)



(c)



(e)



(b) (d) (f) Figure 2 (a) Original Image (b) Parameterized boundary (c), (e) are affine transformed version of (a) and (d), (f) are the restored (normalized) counterparts obtained after applying above steps.



Figure 1 shows the complete system diagram and elaborates the above mentioned operations in a sequential and precise manner where as figure 2 and figure 3 demonstrate the output obtained after applying the above mentioned steps.



where



η ⎤ ⎡η ζ = ⎢ 11 12 ⎥ ⎣η12 η22 ⎦



(15)



An affine invariant function can then be defined as: 2 ηa,b,c (t ) = η11(t )η22 (t ) − η12 (t )



(16)



The above function has been proven [5][6] to be equivalent to: η a,b,c = − f c4,b (t ) − f a4,c (t ) − f b4,a (t ) + 2 f a2,c (t ) f c2,b (t ) + 2 f c2,b (t ) f b2,a (t ) + 2 f b2,a (t ) f a2,c (t )



(a) (b) Figure 3 (a) An affine deformed and noise corrupted object contour (b) Noise reduced and affine normalized image obtained as a result of above operations.



Although using the above procedure we have been able to recover the contour of the object but the obtained independent components may have been inverted either along the parameterized x-axes or yaxes. As a result there are four possible cases [x, y], [xr, y], [x, yr] and [xr, yr] where xr , yr represent values in reverse order. However we can consider only one of the two cases [x, y] and [xr, yr] for invariant construction as the effect of inversion along both axes can be removed by using normalized cross correlation. So we are left with three cases and we construct invariants I1 and I2 proposed in the next subsection for each of the cases and use them while performing cross correlation.



(17)



where f p,q = A p x(t ) Aq y (t ) − Aq x(t ) A p y (t )



(18)



The function in (17) is an invariant of weight four. We make use of the approximation coefficients of the wavelet transform while constructing the invariants I1 and I2 using (17) and the dyadic wavelet transform is implemented using the “A Trous algorithm” proposed by Mallat [19]. Figure 4 shows the plot of invariants I1 and I2.



(a)



(b)



3.3 Affine Invariant Functions As a result of previous operations we have been able to remove translation, scaling and shearing distortions from the object contour besides reducing the effect of noise considerably which is introduced during the parameterization process because of incorrect segmentation. The only distortion we are left with is rotation. So in this third and final step we construct two invariants using the wavelet based conic equation for the restored object contour. Conics have been used previously in computer vision to derive geometric invariant functions. For a point (x, y) from the restored object contour the conic can be expressed as the quadratic form [20]:



[x



⎡ x⎤ y ]G ⎢ ⎥ = h, ⎣ y⎦



where



⎡G G = ⎢ 11 ⎣G12



G12 ⎤ ⎥ G 22 ⎦



(14)



where h is a constant and G is a symmetric matrix. A wavelet based conic equation can be obtained from (14) using three dyadic levels Wix(t) and Wiy(t) where W represents the wavelet transform and i є {a, b, c}.



[Wi x(t )



⎡W x(t ) ⎤ Wi y (t )]ζ (t ) ⎢ i ⎥=h ⎣Wi y (t )⎦



(c)



(d)



(e) (f) Figure 4 (a) Original Image. (b) Affine transformed image. (c), (d) shows invariant I1 for images in (a) and (b). (e), (f) shows invariant I2 for images in (a) and (b).



4



Experimental Results



The proposed technique was tested on a 2.4 GHz Pentium 4 machine with Windows XP and Matlab as the development tool. The datasets used in the experiments include the MPEG-7 Shape-B datasets, 10 aircraft images from [6] and English alphabets dataset. All the parameterized contours are resampled



to have the same length L of 256 data points. In the construction of the invariant I1 and I2 the approximations coefficients at level {3, 4, 5} and {2, 4, 6} are used, where as qubic spline filters are used for wavelet decomposition. Besides this we use normalized cross correlation for comparing two sequences Ak and Bk which is defined as:



R AB =



∑∑ A B k



l



k −l



k



∑A ∑B 2 k



k



The results are averaged over the MPEG-7 shape-B dataset. Obtained results show a significant increase in performance as a function of increased correlation between the original and affine transformed images for the proposed invariants.



(19)



2 k



k



This section is divided into three parts first we demonstrate the stability of the two invariants against five different affine transformations then we provide a comparative analysis of the two invariants with the method in [3] and lastly we demonstrate the feature discrimination capability of the two invariants when compared to the method of Fourier descriptors.



Figure 5 shows the comparison of invariant I1 and I2 with the method in [3]. The results are averaged over the MPEG-7 shape-B dataset.



Table 1 provides comparison of the invariants I1 and I2 in terms of the normalized cross correlation values against different affine transformations for the objects in figure 2(b) and figure 4(a) from the aircraft dataset. In the table following notation is used: Rotation (R) in degrees, Scaling (S), Shear (Sh) along x and y axis and Translation (T). The figures in brackets represent the parameters of the transformation.



Figure 6 demonstrates the discrimination capability of invariant I1 and I2 using the aircraft and MPEG7 dataset.



Finally we demonstrate the feature discrimination capability of the proposed invariants using figure 6 and compare it with that of the Fourier Descriptors in figure 7. Figure 6 plots the result of correlation of the proposed invariants for the aircraft dataset and its fifteen affine transformed versions and correlation of fifteen objects and there affine transformed version from the MPEG-7 shape-B dataset with the aircraft dataset. The results have been averaged for I1 and I2. For the invariants that can exhibit good disparity between shapes the two correlation plots should not overlap which has been the case for the proposed invariants I1 and I2 in figure 6. Figure 7 plots the above mentioned correlations using the method of Fourier Descriptors where the two correlation plots overlap significantly.



Table 1 shows the normalized cross correlation values of the invariants after applying different affine transformations. Transformation Original Image R(70), S(2,1) R(135), S(2,3), T R(45),Sh(2.05,1.0),T R(165), S(3,3), Sh(1,2), T R(230), S(4,1), Sh(3,3), T



Object 1 [2(b)] I1 I2 1.00 1.00 0.9693 0.9571 0.9718 0.9709 0.9369 0.9202 0.9845 0.9818



Object 2 [4(a)] I1 I2 1.00 1.00 0.9403 0.9335 0.9785 0.9596 0.9035 0.9267 0.9148 0.9423



0.9376



0.9217



0.9679



0.9466



To further elaborate and demonstrate invariant stability figure 5 compares the proposed invariants I1 and I2 with [3] over a set of 15 affine transformations.



Figure 7 demonstrates the discrimination capability Fourier Descriptors using the aircraft and MPEG7 dataset.



It is important to mention here that a preprocessing step such as a smoothing operation applied on the object contour after restoration can significantly increase the correlation values, which at present has not been used to preserve the shape discrimination



power of the two invariants. Obtained results show significant reduction in error, thus validating the proposed approach.
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Conclusion



In this paper we have presented a hybrid approach for invariant construction using the independent component analysis and wavelet based conic equation. Experimental results validate the use of an affine normalization technique as a preprocessor to the computation of invariant functionals. Beside this the use of dyadic wavelet transform after affine normalization added the much needed discriminative power to the proposed set of invariants. Presently, work is in progress to extend the framework to handle the projective group of transformations and estimation of the affine parameters, in future we intend to build an intelligent classifier for performing object recognition over a large dataset based on the proposed invariants.
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