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A biometric technology utilizes the biological characteristics of human bodies or behaviors as identification or verification features. Biometric has gained much attention in the security world recently. Face recognition is personal identification system and face detection is required preliminary step to face recognition system and expression analysis. Face detection is also has several applications like security access control, model-based video coding, content based video indexing, or advanced human, computer interaction, video conferencing, intelligent robots, notebook, PC cameras, digital cameras, 3G cell phones and crowd surveillance. But human face is a dynamic object and many challenges associated with face detection. Researchers have proposed numerous methods to increase the performance of face detection systems. In this paper we discussed a survey of face detection methods in image processing. There are many methods used in face detection, each one has its advantages and disadvantages.
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1. Introduction Biometric technology utilizes the biological characteristics of human bodies or behaviors as identification or verification features. The frequently used biometric features include face, fingerprint, voiceprint, and iris recognition. The fingerprint recognition is the most popular adopted in our daily lives. However, the sweat and the dust may reduce the accuracy sometimes. In face recognition system, it is not necessary to have physical contact with the machine and the image can be captured naturally by using a video camera. This makes face recognition a very convenient biometric identification approach. Early efforts in face detection have dated back as early as the beginning of the 1970s, where simple heuristic and anthropometric techniques [18] were used. Face detection is the first step of face recognition as it automatically detects a face from a complex background to which the face recognition algorithm can be applied. Given an arbitrary image, the goal of face detection is to determine whether or Shrinivas Kadam, IJRIT
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not there are any faces in the image and, if present, return the image location and extent of each face [17]. But detection itself involves many complexities such as pose, presence or absence of structural components, facial expression, occlusion, image orientation, imaging conditions. Many novel methods have been proposed to resolve each variation listed above, for example the template-matching methods [1], [2] are used for a template cohering with human face features is used to perform a pattern-matching operation based on the template and an input image. Shape template [1] and active shape model [2] are common examples of this method. Face localization and detection by computing the correlation of an input image to a standard face pattern. The feature invariant approaches are used for invariant features, unresponsive to different positions, brightness, and viewpoints, are utilized in this approach to detect human faces. Statistical model is usually built up for describing the relations among face features and the presence of the detected faces. Such face features, for instance, are Facial features, texture and skin color [3], [4] of eyes, mouth, ears, nose, etc. The appearance-based methods are used for face detection with eigenface [5], [6], [7], neural network [8], [9], and information theoretical approach [10], [11]. In general, the computerized face recognition includes four steps [13]. First, the face image is enhanced and segmented. Second, the face boundary and facial features are detected. Third, the extracted features are matched against the features in the database. Fourth, the classification into one or more persons is achieved. In order to detect faces and locate the facial features correctly, researchers have proposed a variety of methods which can be divided into two categories [12]. The first category of the algorithms is based on geometric, feature-base matching which uses the overall geometrical configuration of the facial features, e.g. eyes and eyebrows, nose and mouth, as the basis for discrimination. The second category of the recognition algorithms is based on template matching, in which recognition is based on the image itself. In those algorithms, faces should be correctly aligned before recognition, which is usually performed based on the detection of eyes. So, proper face and eye detection are vital to face recognition tasks. Most of the existing face detection algorithms can be put into a two-stage framework. In the first stage, regions that may contain a face are marked, i.e. this stage focuses attention to face candidates. In the second stage, the possible regions, or, face candidates, are sent to a face verifier, which will decide whether the candidates are real faces.



2. Face Detection Methods In this section, we review existing methods to detect faces from a single intensity or color image. The various methods are grouped into four categories [16], [17]: knowledge-based methods, feature invariant methods, template matching methods, and appearance-based methods. 2.1 Knowledge Based Methods In this approach, face detection methods are developed based on the rules derived from the researcher’s knowledge of human faces. It is easy to come up with simple rules to describe the features of a face and their relationships. For example, a face often appears in an image with two eyes that are symmetric to each other, a nose, and a mouth. It is unable to find many faces in a complex image. Yang and Huang used a hierarchical knowledge-based method to detect faces [19]. Their system consists of three levels of rules. At the highest level, all possible face candidates are found by scanning a window over the input image and applying a set of rules at each location. The rules at a higher level are general descriptions of what a face looks like while the rules at lower levels rely on details of facial features. One problem with this method is the difficulty in translating human knowledge into well-defined rules. If the rules are detailed (i.e., strict), they may fail to detect faces that do not pass all the rules. If the rules are too general, they may give many false positives. 2.2 Feature Invariant Methods Feature invariant methods depend on feature derivation and analysis to gain the required knowledge about faces. Numerous methods have been proposed to first detect facial features and then to infer the presence of a face. Facial features such as eyebrows, eyes, nose, mouth, and hair-line are commonly extracted using edge detectors. Based on the extracted features, a statistical model is built to describe their relationships and to verify the existence of a face. This feature invariant method is independent on illumination, noise, and occlusion. Feature boundaries can be weakened for faces, while shadows can cause numerous strong edges which together render perceptual grouping algorithms useless. These methods are designed mainly for face localization. Shrinivas Kadam, IJRIT
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2.2.1 Facial Features All Facial features method depends on detecting features of the face. Some users use the edges to detect the features of the face, and then grouping the edges [52]. Graf et al. developed a method to locate facial features and faces in gray scale images [20]. Leung et al. developed a probabilistic method to locate a face in a cluttered scene based on local feature detectors and random graph matching [3]. Their motivation is to formulate the face localization problem as a search problem in which the goal is to find the arrangement of certain facial features that is most likely to be a face pattern. Five features (two eyes, two nostrils, and nose/lip junction) are used to describe a typical face. Any pair of facial features of the same type (e.g., left eye, right-eye pair), their relative distance is computed, and over an ensemble of images the distances are modeled by a Gaussian distribution. A facial template is defined by averaging the responses to a set of multiorientation, multiscale Gaussian derivative filters (at the pixels inside the facial feature) over a number of faces in a data set. 2.2.2 Texture The texture features considered in this work are a set of 6 statistical and 3 multiresolution features that capture the gradient, directional variations and the residual energies of a pattern [51]. Textures of human faces have a special texture that can be used to separate them from different objects [21]. Dai and Nakano also applied SGLD model to face detection [27]. Color information is also incorporated with the face-texture model. Using the face texture model, they design a scanning scheme for face detection in color scenes in which the orange-like parts including the face areas are enhanced. 2.2.3 Skin Color Color is a low-level cue for object detection that can be implemented in a computationally fast and effective way for locating objects. It also offers robustness against geometrical changes under a stable and uniform illumination field. Although different people have different skin color, several studies have shown that the major difference lies largely between their intensity rather than their chrominance [20], [28], [29]. However, such skin color models are not effective where the spectrum of the light source varies significantly. In other words, color appearance is often unstable due to changes in both background and foreground lighting. Though the color constancy problem has been addressed through the formulation of physics-based models [30], several approaches have been proposed to use skin color in varying lighting conditions. McKenna et al. presented an adaptive color mixture model to track faces under varying illumination conditions [31]. However, color images contain more useful information than gray level ones and can be processed more efficiently [14]. 2.2.4 Multiple Features Multiple Features methods use several combined facial features to locate or detect faces. First find the face by using features like skin color, size and shape and then verifying these candidates using detailed features such as eye brows, nose, and hair. Yachida et al. presented a method to detect faces in color images using fuzzy theory [32], [33], [34]. They used two fuzzy models to describe the distribution of skin and hair color in CIE XYZ color space. Range and color have also been employed for face detection by Kim et al. [88]. Disparity maps are computed and objects are segmented from the background with a disparity histogram using the assumption that background pixels have the same depth and they outnumber the pixels in the foreground objects. Using a Gaussian distribution in normalized RGB color space, segmented regions with a skin like color are classified as faces. A similar approach has been proposed by Darrell et al. for face detection and tracking [36]. 2.3 Template Matching Methods According to a theory called template matching, in order to recognize an object, humans compare it to images of similar objects that they already have stored in memory. Through comparing to a variety of stored candidates, it is possible to identify the object by the one that it most closely resembles. The correlations between an input image and the stored patterns are computed for detection. In image processing concept, a very similar idea has been used for detecting different objects in the image. These methods have been used for both face localization and detection.
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2.3.1 Predefined Template An early attempt to detect frontal faces in photographs is reported by Sakai et al. [37]. They used several subtemplates for the eyes, nose, mouth, and face contour to model a face. Each subtemplate is defined in terms of line segments. The correlations between subimages and contour templates are computed first to detect candidate locations of faces. Then, matching with the other subtemplates is performed at the candidate positions. In other words, the first phase determines focus of attention or region of interest and the second phase examines the details to determine the existence of a face. The idea of focus of attention and subtemplates has been adopted by later works on face detection. Craw et al. presented a localization method based on a shape template of a frontal-view face (i.e., the outline shape of a face) [25]. Craw et al. describe a localization method using a set of 40 templates to search for facial features and a control strategy to guide and assess the results from the template-based feature detectors [1]. A hierarchical template matching method for face detection was proposed by Miao et al. [38].Lanitis et al. described a face representation method with both shape and intensity information [2]. They start with sets of training images in which sampled contours such as the eye boundary, nose and chin/cheek are manually labeled, and a vector of sample points is used to represent shape. They used a point distribution model (PDM) to characterize the shape vectors over an ensemble of individuals, and an approach similar to Kirby and Sirovich [6] to represent shape normalized intensity appearance. A face-shape PDM can be used to locate faces in new images by using active shape model (ASM) search to estimate the face location and shape parameters. The face patch is then deformed to the average shape, and intensity parameters are extracted. The shape and intensity parameters can be used together for classification. 2.4 Appearance Based Methods In general, appearance-based methods rely on techniques from statistical analysis and machine learning to find the relevant characteristics of face and nonface images. Due to the complexity of the mathematical models involved, these methods usually use dimension reduction to improve computation performance [15]. Another approach in appearance based methods is to find a discriminant function between face and nonface classes. Conventionally, image patterns are projected to a lower dimensional space and then a discriminant function is formed (usually based on distance metrics) for classification [5], or a nonlinear decision surface can be formed using multilayer neural networks [23]. Recently, support vector machines and other kernel methods have been proposed. These methods implicitly project patterns to a higher dimensional space and then form a decision surface between the projected face and nonface patterns [39]. 2.4.1 Eigenfaces Turk and Pentland applied principal component analysis to face recognition and detection [5]. Similar to [6], principal component analysis on a training set of face images is performed to generate the Eigen pictures (here called Eigenfaces) which span a subspace (called the face space) of the image space. Images of faces are projected onto the subspace and clustered. Similarly, nonface training images are projected onto the same subspace and clustered. Since images of faces do not change radically when projected onto the face space, while the projection of nonface images appear quite different. To detect the presence of a face in a scene, the distance between an image region and the face space is computed for all locations in the image. 2.4.2 Distribution Based Methods Sung and Poggio developed a distribution-based system for face detection [40], [22] which demonstrated how the distributions of image patterns from one object class can be learned from positive and negative examples (i.e., images) of that class. Their system consists of two components, distribution-based models for face/nonface patterns and a multilayer perceptron classifier. Each face and nonface example is first normalized and processed to 19×19 pixel image and treated as a 361-dimensional vector or pattern. 2.4.3 Neural Networks Neural networks have been applied successfully in many pattern recognition problems, such as optical character recognition, object recognition, and autonomous robot driving. Since face detection can be treated as a two class pattern recognition problem, various neural network architectures have been proposed. The advantage of using neural networks for face detection is the feasibility of training a system to capture the complex class conditional Shrinivas Kadam, IJRIT
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density of face patterns. An early method using hierarchical neural networks was proposed by Agui et al. [8]. The first stage consists of two parallel subnetworks in which the inputs are intensity values from an original image and intensity values from filtered image using a 3×3 Sobel filter. The inputs to the second stage network consist of the outputs from the subnetworks and extracted feature values such as the standard deviation of the pixel values in the input pattern, a ratio of the number of white pixels to the total number of binarized pixels in a window, and geometric moments. An output value at the second stage indicates the presence of a face in the input region. Experimental results show that this method is able to detect faces if all faces in the test images have the same size. Simple arbitration schemes such as logic operators (AND/OR) and voting are used to improve performance. Rowley et al. [23] reported several systems with different arbitration schemes that are less computationally expensive than Sung and Poggio’s system and have higher detection rates based on a test set of 24 images containing 144 faces. One limitation of the methods by Rowley [23] and by Sung [40] is that they can only detect upright, frontal faces. Recently, Rowley et al. [24] extended this method to detect rotated faces using a router network which processes each input window to determine the possible face orientation and then rotates the window to a canonical orientation. 2.4.4 Support Vector Machine Support vector machine (SVM) introduced by Vapnik [26] and based on statistical learning theory. SVM has many advantages such as traditional minimum empirical risk is replaced by structural risk, good learning ability and generalization ability, overcome the phenomenon of overfitting. SVM is efficient for solving small sample problem and nonlinear classification. It is used in our system for face verification and face recognition. Support Vector Machines (SVMs) were first applied to face detection by Osuna et al. [39]. SVMs can be considered as a new paradigm to train polynomial function, neural networks, or radial basis function (RBF) classifiers. In [39], Osuna et al. developed an efficient method to train an SVM for large scale problems, and applied it to face detection. 2.4.5 Sparse Network of Winnows Yang et al. proposed a method that uses SNoW learning architecture [41], [42] to detect faces with different features and expressions, in different poses, and under different lighting conditions [43]. They also studied the effect of learning with primitive as well as with multiscale features. SNoW (Sparse Network of Winnows) is a sparse network of linear functions that utilizes the Winnow update rule [44]. It is specifically tailored for learning in domains in which the potential number of features taking part in decisions is very large, but may be unknown a priori.



3. Performance Evaluation In order to obtain a fair empirical evaluation of face detection methods, it is important to use a standard and representative test set for experiments. Although many face detection methods have been developed over the past decade, only a few of them have been tested on the same data set. Table 1 summarizes the reported performance among several appearance-based face detection methods on two standard data sets described in the previous section. Although Table 1 shows the performance of these methods on the same test set, such an evaluation may not characterize how well these methods will compare in the field. There are a few factors that complicate the assessment of these appearance-based methods. Table 1: Experimental Results on Images Method/Implementation/Dataset



Faces (Images)



False Detection



136 (23)



Detection Rate 81.9%



Distribution based[22]



483 (125)



94.8%



78



483 (125)



92.5%



862



Inductive learning[46]



483 (125)



90%



NA



SNOW with primitive feature[43]



483 (125)



94.2%



84



SNOW with multi feature[43] Neural network[23]
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Support vector machine[39]



136 (23)



74.2%



20



Rob Mc.Cready /Proprietary [47]



NA



80.9%



NA



Aarabi et al./Yale[48]



164



86.6%



0



Fang-Que/MIT+CMU[49] Traditional Ad boosting /FERET[50] Propose method /FERET[50] Neural network[23]



507 (130) NA



88.3% 98.709%



1.26×10ିହ 6.53×10ି଼



NA 136 (23)



98.064% 90.3%



2.94×10ି 42



4. Conclusions In this paper, we have presented an extensive survey of the face detection methods. Face detection is the first step of face recognition as it automatically detects a face from a complex background to which the face recognition algorithm can be applied. Face detection contain many complexities such as pose, presence or absence of structural components, facial expression, occlusion, image orientation, imaging conditions. To resolve these challenges many novel methods have been proposed. During the survey, we find some points that can be further improvement in face detection methods achieve more efficient accuracy like two stage hybrid face detection scheme is proposed for significantly reducing training time and detection time to improve the feasibility of specific environment feature adaptation in face detection.
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