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Supervised Feature Extraction „ Training Data



„ Goal：Search for a projection matrix



„ Criterion: to describe certain desired or undesired statistical or geometric properties



Training Outliers „ Feature outliers: Image occlusion, image noise, illumination



„ Label outliers: mislabeling of training data



3 or 9 ?



„ Robust feature extraction from noisy feature and labels is of particular interest in practice



Renyi’s Quadratic Entropy Renyi’s Entropy：



Renyi’s Quadratic Entropy： Gaussian Kernel Density Estimation



Information Potential and Correntropy „ Information Potential [Principe et al. 2000]



„ Correntropy [Liu et al. 2007]



Problem Formulation Map



into a



matrix



Information Potential term



Tikhonov Correntropy term Regularization term



Robustness Justification IP regularization term



Redescending M-estimator of SRDA [Cai et al., 2008]



Optimization Half-Quadratic Optimization



An augmented Objective Function



Alternate Maximization Renyi’s Entropy Discriminative Analysis（REDA）



On convergence:



Special Case



REDA-LPP



LPP [He and Niyogi, 2004]



Special Case



REDA-SRDA



SRDA [Cai et al., 2008]



Special Case



REDA-LapRLS



LapRLS [Belkin et al., 2006]



Algorithmic Connections



Extensions „



Learning of Response



„



Global Optima: Deterministic Annealing



„



Kernel Extension



[Cai, et al, 2008]



Experiments „ „Dataset: Data SetsYaleB, „



MNIST, TDT2



Outlier Generation z



For Yale B：Randomly select training sample images and partially occlude in them some key facial features.



z



For MNIST and TDT2：Randomly select samples and then label each of them as one of the other classes with equal probabilities.



Experiments (cont.) „



„



On YaleB and MNIST z



LPP vs. REDA-LPP



z



SRDA vs. REDA-SRDA



z



LapRLS vs. REDA-LapRLS



z



Baselines：RLDA, Robust PCA



On TDT2 z



Compare the kernel extensions of the above algorithms



Experiments (cont.) } MNIST {3,8,9}



REDA-LPP, t=1



REDA-LPP, t=6



REDA-SRDA, t=1



REDA-SRDA, t=6



REDA-LapRLS, t=1



REDA-LapRLS, t=6



Experiments (cont.)



Performance comparison on MNIST set



Experiments (cont.) Performance comparison on YaleB set



Performance comparison on TDT2 set



Conclusion We present a robust feature extraction framework by information potential and correntropy maximization.



„



Robustness against training outliers for both features and labels. „



„



Connections with LPP, SRDA and LapRLS.



„



Very simple to implement.



Future research: apply REDA to robust semisupervised learning. „



Thank you !
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