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Abstract This study investigates the forecasting ability of various Phillips curve specifications for euro area inflation. We consider different inflation measures, evaluation samples, explanatory variables and model specifications. Further, we study different forecast combination techniques. An important element we focus on is the role of inflation detrending for forecast accuracy where we evaluate both “statistical” trends and those based on long-run inflation expectations from surveys. We find a substantial degree of heterogeneity in individual model performance and evidence for model instability. In line with the literature we find that simple averaging performs well, while performance-based combinations offer improvements only in some cases. Detrending by long-run survey inflation expectations leads to forecast accuracy improvements. Among the model-based detrending methods exponential smoothing with a low “forgetting” factor yields the best results and provides a useful alternative to survey expectations. Forecast combinations of Phillips curve type models improve over univariate benchmarks in some cases although these improvements are typically not large. Keywords: Forecasting, Inflation, Phillips curve, Model averaging, Detrending JEL-Codes: C53, E31, E37
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Introduction



The purpose of this study is to investigate the forecasting ability of various Phillips curve specifications for euro area inflation. By Phillips curve we understand here a reduced form relationship between inflation and economic activity or economic slack. The recent financial crisis followed by a world-wide recession, particularly visible in large output losses in many countries, has been often accompanied by relatively resilient inflation rates. This has renewed interest in academia, central banks as well as the private sector in the Phillips curve relationship and what it might imply for future inflation (see e.g. Stock and Watson, 2010; Fuhrer, Olivei, and Tootell, 2009, 2011; Dale, 2012; IMF, 2013). Issues of interest include, for example, the stability of the relationship, the role of inflation expectations, implications for monetary policy or, which is the focus of this paper, whether the relationship can be exploited to forecast inflation. Several studies of the forecasting performance of Phillips curves have been recently undertaken for the US (see e.g., Stock and Watson, 2009, 2010; Faust and Wright, 2012; Dotsey, Fujita, and Stark, 2011; Clark and Doh, 2011). The evidence suggests that superior performance of this type of models relative to simple benchmarks is episodic and often related to certain states of the economy (e.g., extreme values of output/unemployment gap, recessions). The choice of “activity” variable is secondary but some variables are more useful than others. Given the uncertainty with respect to the best specification, forecast combinations help. Finally, accounting for a changing trend in inflation can improve forecast accuracy. The evidence for the euro area is much scarcer, with the available studies often having a different focus. The euro area is an interesting case for various reasons. It is a relatively young economy with around 15 years of common monetary policy, which have been preceded by gradual declines in inflation in many countries in the run-up to the euro adoption. It has particular structural features related to, e.g., rigidities of the labour market. Last but not least, it is a challenging case to study due to shorter history of available data. The contribution of this paper is to provide comprehensive evidence on the forecasting performance of Phillips curve type models for the euro area economy. We consider different inflation measures, evaluation samples and model specifications. Some important issues in Phillips curve modelling relate to uncertainty with respect to the relevant explanatory variables and to stability of the relationship. Various indicators come into consideration when proxying for the unobserved real marginal costs, depending on the cycle, the economy in question or the time frame. For similar reasons there is uncertainty around the variables that should reflect cost push shocks (see e.g. 1



Gordon, 1982, 1990; Stock and Watson, 1999, 2009). We consider a wide range of explanatory variables. We also evaluate different econometric specifications, namely autoregressive distributed lag models and vector autoregressions, different lag selection methods and both recursive and rolling estimation schemes. In view of many possible model specifications and of potential instability of the Phillips curve relationship, several studies have suggested forecast combinations, see e.g. Stock and Watson (2009). In addition to the combination strategies proposed in that study we also employ informationtheoretic averaging that Kapetanios, Labhard, and Price (2008) show to perform well. An important element we focus on is the role of inflation detrending for forecast accuracy. Some recent studies indicate that accounting for a trend or time-varying mean of inflation can lead to improvements in forecast accuracy (see e.g., Clark and McCracken, 2010; Faust and Wright, 2012; Clark and Doh, 2011). We evaluate various “statistical” trends, namely exponentially-weighted moving averages of past inflation rates, but also consider long-run inflation expectations available from Consensus Economics. While the importance of inflation expectations as determinants of future inflation have been stressed both in the theoretical literature and in central bank communication, they have not been often considered in forecasting applications. Exceptions, apart from the papers just cited, include Ang, Bekaert, and Wei (2007), Wright (2012) or Koop and Korobilis (2012) who include inflation expectations from surveys as a proxy for actual expectations. For the case with constant intercept we consider both the specification with and without the unit root imposed. The former has been adopted in many studies, e.g., Stock and Watson (1999, 2009). Questions we address are, inter alia, whether the inclusion of marginal cost measures (and supply shocks) leads to forecast improvements relative to univariate models and which are the variables that yield the lowest forecast errors. We examine whether detrending offers improvements in terms of lower forecast errors relative to a model with a constant mean of inflation and which approach is the most promising in modelling the trend. Finally, we aim at answering the question whether an average over different models can help to overcome the problem of model heterogeneity and instability and which combination approach leads to the best results. In the following we provide a short preview of the results. As expected no one single model (category) consistently outperforms the rest, while a few results on the individual model categories deserve attention. For all evaluation periods considered either a model related to output or related to the unemployment rate yields the lowest forecast errors. This is an interesting result in light of the fact that the theoretical literature often models the Phillips curve equation includ-
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ing either output (or its gap) or the unemployment rate (or its gap) (see e.g., Woodford, 2003). Further, the inclusion of a supply shock proxy can improve the forecasting performance of our models for some episodes, while the best supply shock measure varies over time and differences with respect to models without this additional variable are not large. Finally, the particular econometric approaches considered, namely single-equation versus multiple-equation models, different lag selection methods, or different estimation windows, do not seem to influence the results dramatically. Subtracting a time-varying mean of inflation before estimating a model and conducting the forecasts is particularly helpful in the early part of the sample, corresponding to the inflation convergence period, while recently the gains are more muted. We show that survey-based detrending yields relatively low forecast errors, while an exponentially-weighted moving average of inflation with low ”forgetting“ factor provides the best model-based alternative to estimate the trend. The specification with the unit root imposed performs best in the first part of the sample while its accuracy deteriorates strongly in the latter part. Concerning forecast combination approaches we find that the simple average over all PC models beats the random walk benchmark on the sample after 2000, while before the performances are about comparable.1 Performance-based averaging offers only temporary improvements over the simple mean of all models, while differences are typically not large. Thus, using a simple average of different model specifications provides a useful approach in an environment of large uncertainty with respect to the best predictor variables and econometric approaches. The paper is organised as follows. In Section 2 we provide a short survey of the related literature. In Section 3 we present the different models used in the forecast evaluation and provide details of the different econometric approaches. In particular we discuss the combination strategies and detrending approaches used. In Section 4 we describe the data set we employ and in Section 5 we report the results. Section 6 is the conclusion.
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Literature review



An extensive review of the literature on forecasting inflation can be found in Stock and Watson (2009) or Faust and Wright (2012). Here we focus on papers more closely related to our work. 1



Other univariate benchmarks are harder to beat such that gains from using Phillips curve type models are smaller.
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The first studies on forecasting inflation by means of Phillips curves have been conducted by Gordon (1982, 1990). He proposes a so-called Triangle model, whose name derives from the concept of inflation having three determinants, namely inflation persistence, a demand variable such as the unemployment rate and a supply shock. One of the best-known papers evaluating a wide range of model specifications in the spirit of the Phillips curve for forecasting inflation is Stock and Watson (1999). They find that for the period 1970-1996 Phillips curve models outperform univariate benchmark models in predicting one-year-ahead US inflation. The relevant activity variables seem to change over time and the authors find forecast combinations from their different models to perform better than the individual model predictions. The only exception is a model that makes use of a composite activity index based on 168 variables, as it cannot be improved upon by model combination. Atkeson and Ohanian (2001) challenge the usefulness of Phillips curves in forecasting. They show that for the period 1984-1999 Phillips curves based on the non-accelerating inflation rate of unemployment – that could be related to an unemployment gap – or on an activity index cannot improve on forecasts from a na¨ıve random walk benchmark. Fisher, Liu, and Zhou (2002) qualify this message arguing that the performance of Phillips curves depends on the sample period, the forecasting horizon, as well as the inflation measure chosen. They provide evidence that these models can improve over na¨ıve benchmarks in times of volatile inflation and also they can predict the direction of changes in inflation relatively well. They argue that it is only in times of monetary regime change that model predictions based on economic activity might have no or only low explanatory power. Recent applications such as Stock and Watson (2009) and (2010) for the US provide evidence in favour of the general message of Fisher et al. (2002), namely that the performance of Phillips curves depends heavily on the specification, the sample period and the phase of the business cycle. Given the latter finding, different studies advocate making Phillips curve specifications conditional on the state of the economy (see e.g., Fuhrer and Olivei, 2010; Dotsey et al., 2011). As already mentioned, there is less work available for the euro area. Many studies focus on insample estimation, see e.g., Gal´ı, Gertler, and L´opez-Salido (2001); O’Reilly and Whelan (2005); Doepke, Dovern, Fritsche, and Slacalek (2008); Paloviita (2008); Musso, Stracca, and van Dijk (2009), or more recently Montoya and D¨ohring (2011). There are less papers studying out-ofsample forecasting performance, see R¨ unstler (2002); Hubrich (2005); Canova (2007); Marcellino and Musso (2010); Buelens (2012). Present work extends on these studies along a number of dimensions, including the variety of model specifications, the evaluation sample and most impor-
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tantly the various detrending and forecast combination approaches considered. Several studies document various forms of time variation in the coefficients of Phillips curves, see e.g., Musso et al. (2009) and the references therein. These authors report evidence supporting a time-variation in the mean and the slope of the euro area Phillips curve and propose to employ a smooth transition model. This is contrary to the results of O’Reilly and Whelan (2005) who do not find sufficient evidence to reject the hypothesis of stability in the reduced form Phillips curve coefficients and, in particular, in those related to inflation persistence. In terms of forecasting applications, Canova (2007) or Fuhrer et al. (2009), for example, show that allowing for time variation in the Phillips curve can improve forecast accuracy. Following the studies by Stock and Watson (1999; 2009) many authors have resorted to forecast combination as a way to deal with model instability. Model averaging seems to be an adequate substitute for time-varying parameter models, while at the same time it provides a way to deal with many candidate models to construct the forecast. While standard approaches to averaging seem to perform well, more sophisticated methods of forecast combination such as Bayesian model averaging (see Wright, 2009) or information-theoretic model averaging (see Kapetanios et al., 2008) offer improvements only in some cases. Recently, Clark and McCracken (2010) evaluate forecasts for inflation, output and interest rates from VAR using a wide range of estimation techniques and show three interesting results: first, model averaging appears the right strategy to deal with structural instabilities; second, equally weighted averages are consistently among the best averaging strategies; third detrending inflation and interest rates improves forecast accuracy. In line with this last finding, Clark and Doh (2011) compare different detrending approaches and assess their usefulness in forecasting US inflation. They make use of both model-based trends and long-run survey expectations. They adopt a Bayesian approach and focus on univariate models, although they consider a version of a Phillips curve model. They show that the best approach varies over time and is prone to instabilities. They conclude that a model based on the survey trend is consistently among the best models, as is a local level model. Similarly, Faust and Wright (2012) show that using survey-based trends results in lower forecast errors in their specifications. Finally, many applications differ in the statistical properties assumed for the inflation process. For example, Stock and Watson (1999, 2009) argue that US inflation is better modelled as an I(1) process, i.e., differences of inflation are used instead of levels in the forecasting equation. On the other hand, many forecasting studies do not impose this constraint such as Hubrich (2005); Canova (2007); Kapetanios et al. (2008); Wright (2009); Giannone, Lenza, Momferatou, and
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Onorante (2010) or Buelens (2012). Ang et al. (2007) compare the results for both assumptions of stationary and difference-stationary inflation. They find that the models under the two different assumptions perform comparably. While most forecasting applications with Phillips curves focus on direct forecasts from a version of the autoregressive distributed lag (ADL) model there are a few applications that consider VAR models (and iterated forecasts) (see e.g, Hubrich, 2005; Giannone et al., 2010; Clark and McCracken, 2010; Garratt, Mitchell, and Vahey, 2010; Benkovskis, Caivano, D’Agostino, Dieppe, Hurtado, Karlsson, Ortega, and V´arnai, 2011).
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Econometric framework



We denote by πth an annualised h-period inflation rate: πth



400 = ln h







Pt Pt−h



 ,



(1)



where Pt is the appropriate (quarterly) price index. For simplicity, πt := πt1 and hence πth = 1 Ph−1 h i=0 πt−i . The h-step ahead forecast given the information at time t is denoted as πt+h|t . h All the models are estimated by ordinary least squares (OLS).



3.1



Phillips curve models



˜th = Let π ˜t denote the detrended inflation rate, π ˜t = πt − πtT R , π



1 h



Ph−1 i=0



π ˜t−i , where πtT R is the



trend of inflation. We will be more specific on πtT R below. After the detrended inflation rate is forecasted, we add back the trend in order to construct the forecast errors with respect to the realised inflation rate.2 We consider the following two model classes: Autoregressive Distributed Lag (ADL) Models The general version of the model is: h h π ˜t+h = µh + αh (L)˜ πt + βh (L)yt + γh (L)zt + νt+h 2



(2)



For simplicity we assume that the inflation trend does not change over the forecast horizon, this is, we use the latest available point as the forecast of the trend. For future research it would interesting to relax that assumption and model how the trend evolves into the future.
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where yt is a proxy of real marginal costs, (e.g., output gap) and zt captures supply side shocks (e.g., oil prices). αh (L), βh (L) and γh (L) are lag polynomials. In some versions zt is not included (i.e. γ(L) = 0). yt and zt are demeaned prior to estimation. These models result in direct forecasts. This class of models have been the most widely used in forecasting applications, see e.g., Stock and Watson (1999, 2009). Vector Auto-Regression (VAR) Models To evaluate also iterated or indirect forecasts we use vector autoregressions: Xt = µ + Φ(L)Xt−1 + νt ,



(3)



where Xt = [˜ πt yt zt ]0 . As above, in some versions zt is not included in the VAR. For this model class it is more straightforward to do conditional forecasts or scenarios, see e.g., Giannone et al. (2010).



3.2



Inflation detrending



The trend is supposed to capture a time-varying mean of inflation. We evaluate different approaches considered in the literature (see e.g., Faust and Wright, 2012; Stock and Watson, 2009; Clark and Doh, 2011). On the one hand, we use “statistical” trends, based on past inflation rates, on the other hand, we rely on long-run survey expectations of inflation as an approximation for the current inflation trend. Altogether, we consider the following cases. Constant Mean In the first version of models considered we assume a constant mean inflation rate, i.e., at each point in time we just subtract the actual mean of inflation over the estimation sample up to this point from the inflation rate. This corresponds to the specification in equation (2) and (3) with µh = µ ≡ 0 where πtT R is just the mean of inflation over the estimation sample. Alternatively, it could be implemented by unconstrained µh and µ and πtT R ≡ 0. Stock & Watson Approach This approach, hereafter SW, amounts to estimating the models with inflation in differences. This is the version of (2) and (3) with the unit root imposed. For (2) it means that α(1) = 1 and πtT R ≡ 0 while for the VAR class it amounts to setting Xt = [∆πt yt zt ]0 . Alternatively, for h = 1 this is equivalent to unconstrained (2) and πtT R = πt−1 . This is the type of model considered 7



in Stock and Watson (2007, 2009) and closely related to the “triangle” model by Gordon (1982; 1990). Unlike Clark and Doh (2011) we introduce a constant into these types of models such that they correspond to the ADL models as discussed in Stock and Watson (2009).3 For the following approaches we take µh = µ ≡ 0 in equations (2) and (3). EWMA Trend The “statistical” or model-based trends are all derived by exponentially-weighted moving averages P j (EWMA) of inflation. Thus, the trend inflation rate is πtT R = φ ∞ j=0 (1 − φ) πt−j , where φ is the smoothing parameter and can be thought of as a “forgetting” factor . We consider cases with a fixed (1 − φ) equal to either 0.95, 0.85 or 0.754 as well as φ estimated on the basis of an integrated moving average of order 1 (IMA(1,1)) representation of πt , see the next point.5 Local Level Trend As one of the trend specifications, Clark and Doh (2011) consider the unobserved components - stochastic volatility (UC-SV) model by Stock and Watson (2007).6 Here the inflation rate πt depends on an unobserved random walk trend τt and an innovation ηt . Once we assume that the variances of the permanent and transitory shocks in the model (σ,t and ση,t , respectively) are in a fixed ratio, inflation has an IMA(1,1) representation and the trend can be estimated as: P j τˆt|t = φ ∞ j=0 (1 − φ) πt−j , i.e., once more the trend is an EWMA of inflation (see e.g. Pagan, 2009). For simplicity we rely on this latter approach to identify the local level trend, as do, e.g., Clark and McCracken (2010). In this case, we estimate (1 − φ) by fitting an IMA(1,1) model. Several 3



In the Appendix, we also analyse these models under the assumption that the constant is zero in order to find out whether the intercept is essential. This might for example be the case when inflation is on a downward path (as it happened to be, e.g., during 93-99; see Figure 1 below). 4 These are typical values considered in the literature, e.g., as noted by Stock and Watson (2009), recently it is estimated to be around 0.85 in the US. 5 An IMA(1,1) model of inflation looks as follows: πt − πt−1 = t − (1 − φ)t−1 . 6 The UC-SV model looks as follows: πt = τt + ηt , τt = τt−1 + t ,



where ηt = ση,t ζη,t where t = σ,t ζ,t



2



ln(ση,t ) = ln(ση,t−1 )2 + νη,t , 2



2



ln(σ,t ) = ln(σ,t−1 ) + ν,t ,



where Et (νη,t ) = 0 where Et (ν,t ) = 0
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studies have shown that the IMA model performs well relative to the full-blown UC-SV model (e.g., Stock and Watson, 2007; Clark and Doh, 2011). LRSE Trend We analyse the relevance of long-run survey expectations (LRSE) as an anchor of inflation. In this model inflation is detrended by long-run inflation expectations, which is aimed to account for a time-varying intercept in the Phillips curve relationship, as explained by Faust and Wright (2012). It is somewhat similar in spirit to Wright (2012), who uses inflation expectations as priors for the mean of inflation in a VAR. Long-run inflation expectations might be better suited than model-based trends to account for expected changes in policies, such as those adopted during the run-up to the introduction of the euro. LRSE Trend - Bias Corrected Here the bias-corrected version of long-run survey expectations is used, hereafter LRSEC. In other words, we first calculate the average deviation of the survey variable from actual inflation and then remove this bias from the survey variable and use the resulting measure as the trend. Some studies use survey expectations with a shorter horizon in their forecasting exercises, see for example Ang et al. (2007) or Koop and Korobilis (2012) in studies on US inflation. It is, however, unclear how to incorporate short-term expectations in a Phillips curve forecasting equation and further, data availability poses a serious problem in the euro area.



3.3



Benchmarks



As the benchmark we take the random walk (RW) model of Atkeson and Ohanian (2001) where h πt+h|h = πt4 . It is the simplest model we consider, as it does not require any additional information



than the lagged inflation rate and it does not need to be estimated. Interestingly, according to Atkeson and Ohanian (2001) it provides a forecast for inflation that is hard to beat for other univariate or multivariate (i.e. Phillips curve) models. Some studies consider other univariate models than the random walk as a benchmark, e.g., an autoregressive process. Accordingly we also consider univariate versions of equations (2) and (3). Analysing their performance relative to the prediction errors of the Phillips curve models allows us to identify if the marginal cost measures or supply shocks provide any added value for the forecasting exercise.
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3.4



Forecast Combination



Our relatively wide range of specifications of the Phillips curve is a reflection of the many existing theoretical frameworks and is, thus, linked to uncertainty about the appropriate formulation and variables to be used in estimation. To take into account this element of model uncertainty, we resort to forecast combination, comparing standard techniques (see Stock and Watson, 2009) and recently proposed information-theoretic averaging (Kapetanios et al., 2008). Standard Approaches We compare standard combination techniques as discussed in Stock and Watson (2009): mean and median of individual model forecasts as well as weighted averages of forecasts based on their past performance, including the trimmed means. For performance-based weighted averaging, forecasts h h are constructed as Σni=1 λit πi,t+h|t , where πi,t+h|t are forecasts from model i and λit are the weights. h denote the forecast errors of model i. The weights are chosen according to: Let ehi,t = πth − πi,t|t−h n X 1 1 λit = ( 2 )/( 2 ) σ ˆit j=1 σ ˆjt 2 σ ˆit (ω)



=



T¯ X



or



n 1 2 X 1 2 λit = ( 2 ) /( 2 ) , σ ˆit σ ˆjt j=1



where



 2 ω j ehi,t−j .



j=0



For ω 6= 1 more weight is attached to the more recent forecast errors and we consider ω ∈ {1, 0.95, 0.9, 0.7, 0.5}. We take T¯ = 40. For performance-based trimmed-mean forecasts we average the best, in terms of the lowest Root Mean Squared Forecast Error (RMSFE) over the latest T¯ quarters, 90% or 50% forecasts. We also consider model selection in which the forecast is obtained from the model that has performed best in the past (over 4, 8, 16 or 24 quarters). We also evaluate equally-weighted forecast averages within some model categories, namely ADL versus VAR models, AIC versus BIC or fixed lag selection and rolling versus recursive estimation. Information-Theoretic Averaging Kapetanios et al. (2008) show that information-theoretic averaging is a strong rival for Bayesian techniques. They suggest a combination approach based on the AIC criterion (or BIC/SIC). This amounts to calculating the relative likelihood of each model i and model weights are then constructed as: exp(−1/2ψi ) , λi = Pn i=1 exp(−1/2ψi )



where



ψi = AICi − minj AICj .
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We evaluate the forecast errors of this combination approach based on both the AIC and the BIC criterion.
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Data and Estimation



4.1



Data



We use quarterly euro area data. The details related to the available time span or transformations are provided in Table 4 in the Appendix. The sample covers 1980 to 2012. Some of the series were backdated using the latest version of the Area-Wide Model database, see Fagan, Hendry, and Mestre (2005) and some are available only later. As the inflation measure we consider the seasonally adjusted harmonized index for consumer prices excluding energy (HEX), while we also briefly discuss results for headline inflation (HICP) and the GDP deflator (YED). Longrun inflation expectations refer to 6-10 years ahead forecasts for euro area inflation provided by Consensus Economics. As these are only published at semi-annual frequency we assume that they remain unchanged in the intermediate quarters. Figure 1: Inflation series - 1980-2012 12
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4.2



Details of the exercise



We evaluate the different specifications in an out-of-sample exercise.7 For the estimation we consider both rolling and recursive schemes. For the former case we employ an estimation window of 10 years in order to allow parameters to change over time, while ensuring sufficient observations for reliable estimation.8 The lag length of predictors is chosen either by the AIC or the BIC criterion, but it is assumed that at least one lag of inflation and the explanatory variable(s) enters the specification. We allow for up to four lags in the multivariate and in the univariate models. Further, we also consider versions with a fixed number of lags equal to four. We focus on forecasting performance of the models for the four-quarter-ahead horizon and consider the following evaluation samples: 1993-99, 2000-06 and 2007-12. These periods are rather different in terms of inflation dynamics as shown in Figure 1. The first sample corresponds to the runup to the euro introduction and features declines in inflation rates in many euro area countries. The second period is characterised by relatively stable inflation rates. Finally, the last period witnessed elevated inflation rates on account of pass-through from food and oil price shocks followed by significant drops in inflation as a result of the financial crisis. Given that long-run survey expectations for the euro area are only available as of 1990:II, when analysing the surveybased detrending method, we focus only on the latter two evaluation samples. We evaluate the models for HEX inflation, as mentioned before, while also briefly presenting results for HICP and YED inflation. Moreover, we consider the following twelve standard measures of marginal costs: unemployment rate (URX, level and difference), unemployment gap (URXgap), output growth (YER), output gap (YERgap), employment growth (LNN), employment gap (LNNgap), capacity utilisation (CPU, level and difference), industrial production growth (IPT) and the industrial production gap (IPTgap). The gaps are produced using the ChristianoFitzgerald filter that is a nearly optimal one-sided band-pass filter, see Christiano and Fitzgerald (2003), where we keep the cycles shorter than 15 years. For these gaps we use both a demeaned and a not-demeaned version. Further, we make use of the unemployment recession gap (URXrec) that has been suggested by Stock and Watson (2010) and is supposed to work well as a predictor for inflation during recessions: urt = ut − min(ut , ut−1 , . . . , ut−11 ), where ut is the unemployment 7 In the evaluation we disregard issues such as data revisions or publication delays; for a discussion see e.g. Ba´ nbura, Giannone, Modugno, and Reichlin (2012). 8 For the specifications including predictors that are not available over the entire sample the estimation samples are shorter. In order to assess the robustness of our results to the choice of window size we also average over various window sizes, as suggested by Pesaran and Timmermann (2007).
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rate URX. In addition, we employ the average of the before mentioned variables as a separate measure, as well as a principal component estimated from this same data set (in both cases the gap variables with non-zero mean are ignored) and finally a principal component of a different set of macroeconomic variables (see the Appendix for details). Further, we include the following supply shock indicators: the UK Brent Crude Index (POE), the nominal effective exchange rate (EEN) and the imports of goods and services deflator (MTD). In total we have 912 Phillips curve models and 12 univariate models9 for each detrending approach, i.e., the constant mean specification, the SW approach, EWMA detrending with a fixed smoothing coefficient of either 0.95, 0.85 or 0.75, local level detrending (from an estimated IMA model) and survey-expectations based detrending both with and without bias correction (LRSE and LRSEC, respectively). The criterion we employ to evaluate the results is the Root Mean Squared Forecast Error (RMSFE). Finally, we test for equal mean squared forecast errors by means of the widely-used DieboldMariano (1995) test with the random walk model as the benchmark. We compute the t-tests with a heteroskedasticity- and autocorrelation-consistent (HAC) variance using a quadratic spectral kernel (see Andrews, 1991).
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Results



In this section we discuss the results of our various model specifications and econometric approaches. After presenting individual model results, we put a particular emphasis on the detrending methods used in our study and the averaging approaches employed. Finally, we analyse other aspects relevant for our forecasting exercise related to predictor variables, the estimation window, lag length selection and direct (ADL) versus indirect (VAR) forecasts.



5.1



Individual Models



We start by comparing the forecasting performance of individual Phillips curve models as described in Section 3.1 and 3.2. We focus on a forecast horizon of one year (h = 4). Figures 9



These are 76 ADL and 76 VAR specifications with lag length selection by either the AIC criterion, the BIC criterion or a fixed number of lags equal to four and with either a rolling or a recursive window. The 76 models include, for each of the 19 marginal cost measures, a version with and without one of the three supply shock indicators. Of the 12 univariate models 6 are ADL and 6 are VAR specifications. The 6 models for each specification come from variation in lag and estimation window selection.
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2-4 report the RMSFE for individual models of the constant mean specification, for the models with inflation in differences (SW approach) and for models where inflation has been detrended by long-run survey expectations, respectively. The results for the remaining detrending approaches are analysed in the subsequent section. The red lines correspond to the RMSFE of the average forecast over all PC models (associated with the respective detrending method) and the green line marks the RMSFE of the random walk benchmark. The horizontal axis indicates the various individual models considered.10 The first result that stands out from Figure 2 is the large variability in performance (in terms of RMSFE) of the individual specifications. Many specifications outperform the RW benchmark, however, this set is not constant over time. There are also many specifications with very poor accuracy. While the simple average of all demeaned PC models clearly beats the benchmark in the last two evaluation samples, it yields a remarkably higher RMSFE over the 1993-1999 sample. Thus, it seems that assuming a constant inflation mean yields particularly bad results for this period, where inflation clearly trends downward (see Figure 1). Analysing our model forecasts with inflation in differences (Figure 3) we again find large variability both among models and over time. While this set of models can beat the benchmark over all evaluation samples as indicated by the mean, it does so by a smaller degree than the constant mean class over the last two periods. It, thus, seems that forecasting inflation under the assumption of a unit root, i.e., using inflation in differences, is particularly helpful for the first evaluation sample, while after 2000 it yields on average somewhat higher RMSFE than the constant mean specification.11 Detrending by long-run survey expectations is (arguably) the most interesting approach. This is the case as the survey variable can be interpreted as the public’s expectation of the inflation trend which signals monetary policy makers how well inflation expectations are anchored. Given that such long-term expectations are not available before 1990 for the euro area, we only discuss results based on this trend for the last two evaluation samples. This approach leads to even better results than the before-mentioned such that the benchmark clearly can be beaten by the average PC forecast. Also, almost all individual models detrended by long-run survey expectations 10



The first half of models is estimated with a rolling window of 40 quarters, while the second half is estimated recursively. Within each of these classes the first half consists of ADL models while the latter half are VAR models. Finally, variations within these classes are related to different predictor variables and lag selection procedures, see 4.2. 11 In the Appendix we plot the same results based on the SW detrending approach without the constant included. Individual model forecasts do not seem to be affected substantially for the intermediate period, while the average forecast error for the last evaluation sample drops and model heterogeneity is remarkably more contained in the first period.
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perform better than the random walk. The relative performance of different detrending approaches seems to vary over time. In particular, the models imposing a unit root in inflation appear to perform better in the beginning of the sample, whereas models in levels of inflation seem to have lower RMSFE towards the end of the sample. The relative performance of VAR versus ADL models (first and third quarter of models, respectively) and rolling versus recursive schemes also varies over time. In either case, there is no consistent evidence in favour of one specification over the other (more evidence on these different specifications is provided below).
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Figure 2: RMSFE - Individual Models - Constant Mean
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Figure 3: RMSFE - Individual Models - SW Approach
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Figure 4: RMSFE - Individual Models - Survey Detrending
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5.2



Different Detrending Techniques



In this section we discuss the results related to the different detrending techniques in more depth. Figure 5 plots the estimated trends at each point in time from 1990 - 2012. The upper graph shows the SW trend (lag of inflation) and the local level trend, which follow the inflation rate quite closely, with the SW trend (for obvious reasons) lagging behind. Further, it depicts the “constant trend”, which at each point in time is just the mean inflation rate over the estimation sample up to this point. This average historical rate lies considerably above the inflation rate until 2000 after which it remains relatively constant around two percent. This offers one explanation why the models with constant inflation mean yield such a high RMSFE over the first evaluation sample: The estimated mean is significantly larger than the unobserved true trend of inflation and, thus, we forecast a series that is constantly below its trend rate. The lower graph depicts the outcomes for the other methods to model the trend, namely the survey-based trend (the bias-corrected version is omitted in this graph), and the three different EWMA methods with a fixed coefficient on the moving average component. Until 1999 all trends move downwards as does the inflation rate, while the EWMA with the highest coefficient lies considerably above the other trends as it puts a relatively higher weight on (the higher) lags of inflation rates. As of 2000 the trend based on this latter method moves quite closely to the (relatively constant) survey-based trend, while the other two EWMA methods exhibit somewhat higher volatility.
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Figure 5: Estimated Trends
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In the following we aim to answer the question whether detrending inflation is helpful for our forecasting exercises and which method yields the lowest forecast errors. In Figure 6 we show the average RMSFE over all PC models for the various detrending methods relative to the average RMSFE from the constant mean specification for all three evaluation samples. Figure 7 provides relative RMSFE against the same benchmark for the last two periods only and includes results for the survey-based methods (LRSE and LRSEC). The results for ’All’ gives the relative RMSFE of the average over all models and all model categories. A value below one indicates that a given model category yields on average lower forecast errors than the constant mean approach. The results in the first figure once more highlight the relatively bad performance (in terms of RMSFE) for the constant mean approach in the first period, where the SW models perform relatively well, while in the last period the models with inflation in differences perform worse. These differences are significant as indicated by the DM test (see Table 5 in the Appendix). The models based on the local level trend yield RMSFE that are similar to the SW approach and the three EWMA methods exhibit somewhat smaller RMSFE with the smallest on average coming from the approach with the highest coefficient (EWMA95). Over the shorter sample we find that long-run expectations trends work best in that the RMSFE for the LRSE and the LRSEC detrending methods are among the lowest. The results for EWMA95 detrending are comparable albeit leading to somewhat higher forecasting errors in the earlier subsample and slightly lower errors in the last period. The constant mean specifications yield comparable results, while the other two EWMA models result in somewhat larger errors. The SW and local level trend models are associated with the largest forecast errors, while in general the differences among detrending classes are not dramatic for the two subsamples and thus typically not significant with the exception of LRSE in the 2000-2006 period and SW and LL detrending in the final period. Interestingly, averaging over all models comes relatively close in terms of accuracy to the best detrending approaches ex post.
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Figure 6: Detrending - Averages - Long Sample



Figure 7: Detrending - Averages - Short Sample
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In the following we provide relative RMSFE against the random walk benchmark. We once more order the results by the averages over all individual models per detrending approach. In order to assess whether the RW model provides a good benchmark we also compare the forecasting results of our PC models to the predictions from the univariate versions of these models (see Section 3.3). A few results stand out from Figure 8. With the exception of univariate models under the unit root assumption (SW) all detrending methods result in average RMSFE below the random walk benchmark for the two subsamples after 1999. Apart from the results for the local level category in the intermediate period and the SW models in the final period these differences are significant (see Table 6 in the Appendix). Even for the first period (1993-1999) only the constant mean models result in forecast errors that are on average significantly above the benchmark. For all periods and for each of the detrending methods it seems that the average RMSFE over all PC models is typically not very different from the average over all univariate models. While the univariate average forecast error over all models and model classes (’All’) is slightly lower in the first period, the corresponding PC average yields lower errors after 2000. The success of PC models is episodic and gains with respect to univariate models are typically not large. For the last two periods the survey-based models exhibit the lowest errors with the univariate averages being even somewhat lower than those from the PC models. In this case, however, the models are not truly univariate as in the estimation we make use of long-run survey expectations.
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Figure 8: Detrending - PC vs Univariate
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5.3



Model Averaging



So far we have discussed only individual model results or the simple average over a certain group of models. We now aim to answer the question whether the simple average is a good model combination approach and which alternative – if any – leads to lower forecast errors. In Tables 1-3 we present relative RMSFE for the various averaging techniques discussed in Section 3.4, i.e., we divide forecast errors by the errors from the simple average benchmark. Thus, a value below one (above one) indicates that a particular averaging technique beats (performs worse than) the benchmark. We present results, where we average over the models subject to a constant mean, the SW models and over all models from all detrending approaches, respectively. We test for equal mean squared errors of a particular set of models relative to the benchmark by means of the Diebold-Mariano (1995) statistic. The bad performance of the constant mean specifications for the first subsample discussed before provides a rationale for the finding that most averaging approaches result in significantly lower RMSFE than the benchmark ’mean’ over the 1993-1999 period. The performance-based averages are able to put lower weights on the models that yield particularly high errors, while the benchmark method assigns all models the same weight. Even over the whole sample (1993-2012) this result is not reversed. For the last two periods significant improvements over the simple average are rare, exceptions being the trimmed means and the recursively-weighted averages without discounting past errors. The approaches using the recent best models and the information-theoretic averages yield particularly high errors in these cases. For the constant mean models it, thus, seems that no combination approach dominates the simple average. The results for the models with inflation in differences (SW approach) are similar. In this case it is even more apparent that performance-based averaging does not offer improvements over the mean. Exceptions are the trimmed mean (90) approach in the first evaluation period and the AIC-based combination approach in the second sample yielding significantly lower forecast errors at the 10% level. The approaches using the recent best models again are associated with the highest errors. Once more no averaging approach dominates the simple mean and in case a method, such as, e.g., the information-theoretic approaches, provides better results for a particular period, differences are not large. Finally, we provide averaging results for all models and all detrending approaches (5472 models over the long sample, i.e., excluding survey-based detrending).12 Over the first and the last eval12



Note that for the last two periods the models where inflation is detrended by a survey variable are excluded
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uation samples many of the performance-based combination methods (most recursively-weighted approaches and the trimmed means) perform significantly better than the benchmark. However, most of these approaches yield significantly higher mean squared forecast errors in the intermediate period. Once again the simple mean provides a forecast that is hardly improved upon by any other averaging approach. In summary, it seems that simple averaging is an adequate solution strategy for model heterogeneity and instability that is hard to beat by any other combination method. Further, averaging over all detrending methods makes the results robust to the exact specification for the unobserved trend of inflation. Table 1: Model Averaging - Constant Mean Time period (in quarters) 1993:1-2012:4



1993:1-1999:4



2000:1-2006:4



2007:1-2012:4



Mean



1.00



1.00



1.00



1.00



Median



0.99



0.97**



1.02



1.02



RecBest4



1.00



0.76***



1.24



1.52**



RecBest8



0.97



0.76***



1.09



1.53**



RecBest16



0.94



0.75***



1.16



1.36



RecBest24



0.94



0.76***



1.16



1.35



RWAND1



0.98***



0.97***



1.01



0.98*



RWAND2



0.95***



0.93***



1.02



0.97*



RWAD51



0.99



0.95***



1.04



1.11



RWAD52



0.96



0.87***



1.10



1.13



RWAD71



0.99



0.95***



1.03



1.09*



RWAD72



0.97



0.89***



1.06



1.13*



RWAD91



0.98***



0.96***



1.01



1.01



RWAD92



0.96***



0.92***



1.03



1.03



RWAD951



0.98***



0.97***



1.01



0.99



RWAD952



0.95***



0.92***



1.02



0.99



Trim90



1.00



1.00



1.01*



0.98**



Trim50



0.98**



0.96***



1.05*



0.94



AIC



1.01



0.97***



1.09**



1.09*



BIC



1.01



0.97***



1.10**



1.09*



S&W averaging



Information-theoretic comb



The table presents relative RMSFE of the different averaging approaches discussed in Section 3.4 for the constant mean specification and against the simple average benchmark. A value above one shows that the averaging technique performs worse than the benchmark for a certain sample. ***, **, and * denote significantly different squared forecast errors at the 1, 5 and 10 percent level, respectively, as indicated by the Diebold-Mariano (1995) test. Note that for the performancedbased averages beginning with RW the sample starts only in 1994. The according abbreviations stand for: RWA=Recursively-weighted averages, (N)D=(Non)-discounted. A 1 in the end signals normal variances and a 2 squared variances (see the two λ in Section 3.4). The numbers before (5,7,9,95) stand for weights 0.5, 0.7, 0.9 and 0.95, respectively.



for simplicity.
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Table 2: Model Averaging - SW Approach Time period (in quarters) 1993:1-2012:4



1993:1-1999:4



2000:1-2006:4



2007:1-2012:4



Mean



1.00



Median



0.99



1.00



1.00



1.00



0.97



1.01



RecBest4



1.31**



0.98



1.30**



1.22**



1.38



RecBest8



1.22*



1.44**



1.14



1.16



RecBest16



1.20***



1.46**



1.20**



1.06



S&W averaging



RecBest24



1.08



1.42**



0.98



0.95



RWAND1



1.01



1.03



0.99



1.01



RWAND2



1.02**



1.10**



0.99



1.02



RWAD51



1.00



1.02



1.00



0.98



RWAD52



1.00



1.08



1.02



0.97



RWAD71



1.00



1.03



0.99



0.99



RWAD72



1.00



1.09*



0.99



0.98



RWAD91



1.00



1.03



1.00



1.00



RWAD92



1.01



1.10**



0.99



1.00



RWAD951



1.01



1.03



1.00



1.00



RWAD952



1.02



1.10**



0.99



1.01



Trim90



1.00



0.99*



1.00



1.01



Trim50



1.01



1.00



1.00



1.02



AIC



0.99



1.00



0.96*



1.01



BIC



0.99



1.00



0.97



1.00



Information-theoretic comb



The table presents relative RMSFE of the different averaging approaches discussed in Section 3.4 for the SW class, i.e., with inflation in differences and against the simple average benchmark. A value above one shows that the averaging technique performs worse than the benchmark for a certain sample. ***, **, and * denote significantly different squared forecast errors at the 1, 5 and 10 percent level, respectively, as indicated by the Diebold-Mariano (1995) test. Note that for the performanced-based averages beginning with RW the sample starts only in 1994. The according abbreviations stand for: RWA=Recursively-weighted averages, (N)D=(Non)-discounted. A 1 in the end signals normal variances and a 2 squared variances (see the two λ in Section 3.4). The numbers before (5,7,9,95) stand for the weights 0.5, 0.7, 0.9 and 0.95, respectively.



27



Table 3: Model Averaging - All Models Time period (in quarters) 1993:1-2012:4



1993:1-1999:4



2000:1-2006:4



2007:1-2012:4



S&W averaging Mean



1.00



1.00



1.00



1.00



Median



1.02**



1.01



1.02



1.03



RecBest4



1.28***



1.09



1.52***



1.20



RecBest8



1.24***



1.03



1.35**



1.37*



RecBest16



1.19**



0.99



1.37**



1.23



RecBest24



1.15



0.94



1.16



1.37



RWAND1



0.98*



0.91***



1.03*



0.99***



RWAND2



0.98



0.91***



1.05*



0.97***



RWAD51



1.01



0.89***



1.09***



1.04



RWAD52



1.07*



0.92



1.20***



1.08



RWAD71



1.00



0.90***



1.07**



1.02



RWAD72



1.03



0.91**



1.13**



1.04



RWAD91



0.98



0.91***



1.05*



0.99**



RWAD92



0.99



0.90***



1.08*



0.97**



RWAD951



0.98



0.91***



1.04*



0.98***



RWAD952



0.98



0.91***



1.06*



0.97***



Trim90



0.99



0.96***



1.02



0.99*



Trim50



0.98



0.92***



1.06*



0.95***



AIC



1.03



1.11***



0.96



1.00



BIC



1.04*



1.12***



0.96



1.00



Information-theoretic comb



The table presents relative RMSFE of the different averaging approaches discussed in Section 3.4 for all models and trend specifications and against the simple average benchmark. A value above one shows that the averaging technique performs worse than the benchmark for a certain sample. ***, **, and * denote significantly different squared forecast errors at the 1, 5 and 10 percent level, respectively, as indicated by the Diebold-Mariano (1995) test. Note that for the performanced-based averages beginning with RW the sample starts only in 1994. The according abbreviations stand for: RWA=Recursively-weighted averages, (N)D=(Non)-discounted. A 1 in the end signals normal variances and a 2 squared variances (see the two λ in Section 3.4). The numbers before (5,7,9,95) stand for weights 0.5, 0.7, 0.9 and 0.95, respectively.
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5.4



Different Specifications



In this section, we evaluate the performance of different groups of models that are ordered by various aspects discussed before. We analyse whether ADL or VAR models perform better, how well the rolling and recursive estimation schemes work relative to each other and which lag selection procedure yields the best results for the average RMSFE over all detrending methods. Results are shown in Figure 9. Not surprisingly and in line with the literature (see Stock and Watson, 2009; Faust and Wright, 2012) these different aspects of the models and estimation techniques do not matter much, i.e., differences never exceed 10 percent. ADL and VAR models yield almost the same RMSFE for the average over all detrending methods in the first period, while VAR models perform better towards the end of the sample. Differences are not significant (see Table 7 in the Appendix). Similarly, using either a rolling or a recursive estimation window yields comparable results. Although for the first subsample RMSFE are significantly lower for the recursive approach differences are very small and become insignificant for the following two periods (see Table 7 in the Appendix).13 Finally, the lag selection approaches, namely using the AIC or the BIC criterion or enforcing a lag length of four, lead to roughly the same forecast errors. Only in the first sample the fixed lag length approach performs slightly better, though, not significantly so (see Table 7 in the Appendix). The fact that PC models seem to outperform the benchmark random walk model, as well as other univariate models during some episodes, raises the question which predictor variables are the most important ones. We thus analyse which marginal cost measures result in the best model predictions and if the inclusion of supply shocks can improve these predictions. Figures 10 and 11 show the average RMSFE associated with all the models (and thus all detrending techniques) that include either of the potential marginal cost measures or supply shocks, respectively. One remarkable result is that for each period there is at least one marginal cost measure associated with models that yield on average lower RMSFE than the univariate models (named ’None’). Also 13 Generally, results may depend on the particular choice of window size. As suggested by Pesaran and Timmermann (2007), we also estimate all our PC models over different window sizes (30, 40 and 50 quarters) and the recursive window and provide the average over all these approaches. Results are reported in Table 8 in the Appendix; they indicate that our previous findings are relatively robust to the choice of window size: The different averaging approaches (apart from the recent best model class) yield significantly lower RMSFE than the benchmark AO model after 2000 and over the whole sample (see the results for ’All’ PC models in Figure 8 for comparison). In the first period some averaging approaches can beat the benchmark AO model, while differences are not significant. In general, all averaging approaches lead to very similar relative RMSFE (apart from the recent best approaches).
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Figure 9: RMSFE - ADL vs VAR, Estimation Window, Lag Selection



the average prediction over all PC models is as low as the univariate prediction over the first period and lower for the other two periods. The best predictor variable in terms of average RMSFE is either associated with output or with the unemployment rate. While the principal component models yield RMSFE that are around as large as the average over all PC models, the predictions associated with the unemployment recession gap (URXrec) have considerably larger RMSFE even for the last period which includes the financial crisis and the following recession. The supply shock variable resulting in the best model predictions varies over time. While the imports of goods and services deflator (MTD) performs best in the first period, in the following period the exchange rate (EEN) leads to better results and in the final subsample the oil price (POE) performs best. On average an inclusion of a supply shock improves on the no supply shock specifications (’None’) only in the intermediate period. In the first and the last period the models including the best performing supply shock variable yield forecast errors that are about as high as for the models without supply shock.
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Figure 10: RMSFE - Real Marginal Cost Measures
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Figure 11: RMSFE - Supply Shocks



32



5.5



Other Inflation Measures



We also briefly discuss results for other inflation measures, namely for HICP and the GDP deflator (YED). We redo Figures 6 to 8 for these variables; results can be found in the Appendix (see Figures 13 to 18). The evidence is qualitatively similar, i.e. models with inflation in differences perform better early in the sample while towards the end using inflation in levels yields lower forecast errors. Once more detrending based on long-term survey expectations seems to be successful although less clearly so for the GDP deflator. Also, the average over all models from all detrending categories results in forecast errors that are typically close to the average from the best performing category. Again we find that PC models can improve on univariate forecasts, while their performance is episodic. Differences with respect to the benchmark random walk model can be large while the average over other univariate models from the different categories usually provides a tougher benchmark.14



6



Conclusion



In this paper we evaluate the forecasting performance of a wide range of Phillips curve models and their combinations for euro area inflation over the period 1993-2012. We find a significant degree of uncertainty around the best model specification - the range of the resulting point forecasts is very wide and the average individual model forecast error very heterogeneous. Further the relative performance of different models varies over time. In particular, the specifications with inflation in differences perform better in the first part of the sample, while they yield very high forecast errors towards the end of the sample. By contrast, the performance of ADL versus VAR specifications, different lag selection criteria and estimation windows appear in most cases comparable. We compare different detrending techniques and demonstrate that detrending inflation by longrun survey inflation expectations from Consensus Economics prior to estimation yields the lowest forecast errors for most individual models, as well as on average. The simple average from such specifications outperforms the random walk benchmark. Thus, long-run survey inflation expectations seem a useful way to capture a time-varying mean in this context. The performance of the 14



Individual model results for the alternative inflation measures are in line with what we find for HEX inflation. Similarly, the evidence regarding the different averaging approaches is comparable in these cases. Results are available upon request.
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exponentially-weighted moving average trend with a low “forgetting” factor is about comparable and thus provides the best model-based alternative to detrending by survey expectations. In line with results reported elsewhere, choosing the best model based on the past forecasting performance (almost) never improves upon some version of forecast combination. Regarding the latter, simple equally-weighted averaging appears to be an effective remedy against model uncertainty. Forecast combinations based on past performance and in particular the more sophisticated information-theoretic averaging offer improvements over simple averaging only in some cases. These findings underscore the usefulness of considering the average of a large set of candidate model predictions rather than relying on a single model. Regarding the comparison with univariate benchmarks, averages of Phillips curve model forecasts typically improve upon the benchmark random walk model while it seems that other univariate model forecasts (combinations) are harder to beat and improvements (if any) are typically not large. Regarding the predictor variables, it stands out that the unemployment rate or output growth (or their respective gaps) are often part of the best model. The inclusion of a supply shock only infrequently improves on the results and the performance of individual supply shocks is relatively volatile over time. The focus of this work is on point forecasts from linear models with fixed coefficients estimated in the frequentist domain. Extending the analysis to consider time-varying parameter and/or non-linear models, Bayesian estimation methods and density forecasts is an interesting avenue for future research.



34



7 7.1



Appendix Data



This appendix describes the data that we use in the exercises, along with the respective sources. The data is quarterly and available for the period 1980:2011 for most series. Data for HICP account for the changing composition of the euro area. Regarding back data for HICP, data prior to 1996 is estimated on the basis of the non-harmonised national consumer price indices. Data prior to 1991 exclude East Germany and country weights are calculated on the basis of PPP conversion rates before 1990. The back data has been seasonally adjusted using X12ARIMA. The survey inflation expectations come from Consensus Economics. The aggregate series for the euro area is available as of 2003 and from 1990 to 2003 it is constructed on the basis of the forecasts for the largest euro area countries (see Castelnuovo, Nicoletti-Altimari, and Rodr´ıguez-Palenzuela, 2003, for details). The following abbreviations are used for the sources: ESA=ECB - ESA95 National Accounts, ICP=ECB - Indices of Consumer Prices, STS=ECB - Short-Term Statistics, FM=Bloomberg Financial Market Data, EXR=ECB - Exchange Rates, MEI= OECD - Main Economic Indicators, SUR= EU Commission - Opinion Surveys, CONS=Consensus Economics.
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Table 4: Data Name



Description



Source



HICP



Overall HICP



YED



GDP deflator



ESA



HEX



HICP Excluding Energy



ICP



CLR



Consensus long-run inflation expectations



CONS



Inflation series ICP



Marginal cost measures URX



Unemployment rate (% of labour force)



STS



YER



Real GDP



ESA



LNN



Total employment (persons)



ESA



CPU



Capacity utilization



SUR



IPT



Industrial production index (total industry)



STS



Supply shock variables POE



Oil price (UK Brent Crude Index in USD)



FM



EEN



Nominal effective exchange rate (EER12)



EXR



Imports of goods and services deflator



ESA



MTD



Additional variables for principal component ITR



Gross Investment



XTR



Exports of Goods and Services (Real)



ESA ESA



MTR



Imports of Goods and Services (Real)



ESA



IPEXC



EMU Production Index of Total Industry



MEI



RETSSTS



Total Turnover Index, Retail Trade excl. Fuel



STS
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7.2



Principal Components



The idea to use principal components generated from large macroeconomic data sets in (inflation) forecasting comes from Stock and Watson (1999). Principal component analysis relies on the assumption that a set of variables Xt is driven by a small number of factors and some idiosyncratic shocks which allows for the following representation: Xt = ΛFt + νt ,



(4)



where Xt is an N × 1 vector of zero-mean, I(0) variables, Λ is an N × k matrix of factor loadings, Ft is an k × 1 vector of the factors and νt is an N × 1 vector of idiosyncratic shocks, where N , the number of variables, is much larger than the number of factors k. Static factors can be estimated by minimizing the following objective function: N T 1 XX VN,T (F, Λ) = (Xit − Λ0i Ft )2 , NT



(5)



i=1 t=1



where F = (F1 , F2 , . . . , FT )0 , Λ0i is the i-th row of Λ, Xit is the i-th component of Xt and T is the number of time periods. We generate one principal component each from two different sets of variables. First, we use the variables that we consider as the standard marginal cost measures (see Section 4.2) plus the unemployment recession gap. Thus, the resulting principal component can be interpreted as a summary of the potential marginal cost measures. Second, we employ a set of variables that focus more on real activity: YER, PCR, URX, LNN, ITR, MTR, XTR, IPEXC, RETSSTS. Explanations for these variables can be found in Table 4.



7.3



Other Results
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Figure 12: Individual Model Results - SW Approach - No Constant
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Table 5: DM Test Results for Figures 6 and 7 Time period (in quarters) 1993:1-1999:4



2000:1-2006:4



2007:1-2012:4



SW



4.92***



-0.88



-2.06*



LL



8.42***



-1.50



-4.75***



EWMA95



7.32***



0.13



1.70



EWMA85



7.95***



-0.17



0.06



EWMA75



8.81***



-0.69



-1.52



LRSE



-



1.76*



0.46



LRSEC



-



0.83



0.16



All (long)



8.57***



-0.11



-0.91



All (short)



-



0.07



-1.19



The table presents the Diebold-Mariano (1995) test statistic associated with the averages of the different detrending model classes discussed in Section 3.2 against the constant mean benchmark. The class ’All (short)’ includes the results for all model classes, but only for the last two periods, while for ’All (long)’ the survey-based methods are not included. ***, **, and * denote significantly different squared forecast errors at the 1, 5 and 10 percent level.
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Table 6: DM Test Results for Figure 8 Time period (in quarters) 1993:1-1999:4



2000:1-2006:4



2007:1-2012:4



Mean



-8.17***



1.97*



3.37***



SW



0.83



2.19**



0.12



LL



0.96



1.11



1.82*



EWMA95



-0.79



3.08***



3.57***



EWMA85



-1.54



3.31***



3.40***



EWMA75



-0.42



3.59***



3.21***



LRSE



-



2.84***



3.78***



LRSEC



-



3.12***



3.58***



All



0.19



3.47***



3.43***



Mean



-6.73***



2.23**



3.30***



SW



2.26**



-1.08



1.34



LL



1.22



1.34



2.00*



EWMA95



-1.49



2.45**



3.14***



EWMA85



-1.59



3.42***



3.07***



EWMA75



-0.03



3.45***



2.86***



LRSE



-



3.17***



3.79***



LRSEC



-



3.46***



3.60***



All



0.50



3.09***



3.31***



PC models



Univariate models



The table presents the Diebold-Mariano (1995) test statistic associated with the averages of the different detrending model classes discussed in Section 3.2 against the random walk benchmark for both PC and uniavriate model. The class ’All’ includes the results for all model classes for the last two periods, while in the first period the surveybased methods are not included. ***, **, and * denote significantly different squared forecast errors at the 1, 5 and 10 percent level.



Table 7: DM Test Results for Figures 9 Time period (in quarters) 1993:1-1999:4



2000:1-2006:4



2007:1-2012:4



ADL versus VAR ADL



-



-



-



VAR



-0.06



0.97



1.11



Estimation Window Roll



-



-



-



Rec



3.00***



-0.87



0.10



AIC



-



-



-



BIC



-1.49



-0.47



0.11



FIX



0.44



1.22



0.63



Lag Length Selection



The table presents the Diebold-Mariano (1995) test statistic associated with the averages of the different specifications shown in Figure 9. The benchmark for the three cases are the ADL average, the rolling window average and the AIC-based models, respectively. ***, **, and * denote significantly different squared forecast errors at the 1, 5 and 10 percent level.
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Table 8: Model Averaging - All Models - Different Rolling Windows Time period (in quarters) 1993:1-2012:4



1993:1-1999:4



2000:1-2006:4



2007:1-2012:4



Mean



0.77***



Median



0.79***



1.00



0.73***



0.64***



1.00



0.75***



RecBest4



0.67***



1.10



0.99



1.07



1.19



RecBest8



1.16



0.90



0.96



1.44



RecBest16



0.89



0.87*



0.98



0.81



RecBest24



0.86**



0.84**



1.06



0.60***



RWAND1



0.76***



0.96



0.75***



0.63***



RWAND2



0.76***



0.94



0.77***



0.63***



RWAD51



0.77***



0.93



0.79***



0.65***



RWAD52



0.80***



0.91



0.84**



0.70***



RWAD71



0.76***



0.94



0.78***



0.64***



RWAD72



0.78***



0.91



0.81***



0.66***



RWAD91



0.76***



0.95



0.76***



0.63***



RWAD92



0.76***



0.93



0.78***



0.62***



RWAD951



0.76***



0.96



0.76***



0.63***



RWAD952



0.76***



0.93



0.77***



0.62***



Trim90



0.77***



0.98



0.74***



0.64***



Trim50



0.76***



0.91



0.78***



0.62***



AIC



0.78***



1.06



0.70***



0.64***



BIC



0.78***



1.07



0.70***



0.65***



S&W averaging



Information-theoretic comb



The table presents relative RMSFE of the different averaging approaches discussed in Section 3.4 for all models and trend specifications and against the random walk benchmark. Further, averages are constructed also over different rolling windows of 30, 40 and 50 quarters and the recursive approach. A value above one shows that the averaging technique performs worse than the benchmark for a certain sample. ***, **, and * denote significantly different squared forecast errors at the 1, 5 and 10 percent level, respectively, as indicated by the Diebold-Mariano (1995) test. Note that for the performanced-based averages beginning with RW the sample starts only in 1994. The according abbreviations stand for: RWA=Recursively-weighted averages, (N)D=(Non)discounted. A 1 in the end signals normal variances and a 2 squared variances (see the two λ in Section 3.4). The numbers before (5,7,9,95) stand for weights 0.5, 0.7, 0.9 and 0.95, respectively.
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Figure 13: HICP Inflation - Detrending - Averages - Long Sample



Figure 14: HICP Inflation - Detrending - Averages - Short Sample
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Figure 15: HICP Inflation - Detrending - PC vs Univariate
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Figure 16: YED Inflation - Detrending - Averages - Long Sample



Figure 17: YED Inflation - Detrending - Averages - Short Sample
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Figure 18: YED Inflation - Detrending - PC vs Univariate
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