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JACOBI FORMS AND DIFFERENTIAL OPERATORS SOUMYA DAS AND B. RAMAKRISHNAN



Abstract. We affirmatively answer a question due to S. B¨ocherer concerning the feasibility of removing one differential operator from the standard collection of m+1 of them used to embed the space of Jacobi forms of weight 2 and index m into several pieces of elliptic modular forms.



1. Introduction In the theory of Jacobi forms of weight k and index m (denoted as Jk,m ), certain standard differential operators Dν play an important role. In fact these operators are used to embed Jk,m into finitely many pieces of elliptic modular forms of weights ranging in between k to k + 2m. This, on the one hand, allows one to estimate quite precisely the dimension of Jk,m , while on the other hand allows one to reduce certain questions on Jacobi forms to elliptic modular forms. For more details we refer the reader to [4]. Let us now consider Jacobi forms on the Jacobi congruence subgroup ΓJ0 (N ) := Γ0 (N )nZ2 , for the precise definition, see §2. Of particular interest is the operator D0 , which is nothing but the restriction map from Jk,m (N ) to Mk (N ), the space of elliptic modular forms of weight k, on Γ0 (N ); defined by φ(τ, z) 7→ φ(τ, 0). Knowledge about ker D0 , especially when it is zero, has proved to be useful in some applications (Hashimoto’s conjecture); see the works of T. Arakawa and S. B¨ocherer in [1, 2]. Since it is known that D0 is not injective for weights k ≥ 4, the only interesting aspect occurs when k = 2 and indeed one of the main results (which we call A) of [2] proves the injectivity of D0 when k = 2, m = 1 and N square-free. We also note that if N is a prime, an explicit description of ker D0 when m = 1 was first given by J. Kramer [6] in terms of the vanishing order of cusp forms in a certain subspace of S4 (N ). 2010 Mathematics Subject Classification. Primary 11F50; Secondary 11F25, 11F11. Key words and phrases. Jacobi forms, Differential Operators, Theta derivatives. 1
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The above mentioned result A of [2] can be recast in the following way: it is well-known that the direct sum ⊕m ν=0 D2ν is injective on Jk,m (N ). We refer the reader to section 2 for the definition of these operators. When m = 1, the result A says that the direct sum above remains injective even if we omit the last operator D2m when k = 2. An unpublished conjecture of B¨ocherer asks this question in the case when m > 1. First, let us make the following hypothesis. Hypothesis I. For 0 ≤ ν ≤ m, let I2ν (k, m, N ) denote the hypothesis that the map i2ν (k, m, N ) defined by d D0 ⊕ . . . D 2ν . . . ⊕ D2m : Jk,m (N ) i2ν (k,m,N ) \ −−−−−−→ Mk (N ) ⊕ . . . Mk+2ν (N ) . . . ⊕ Mk+2m (N ),



is injective; where the b signifies that the corresponding term has to be omitted. For convenience we set I(k, m, N ) := I2m (k, m, N ). Then we can state the question asked by S. B¨ocherer as follows. Conjecture 1.1. Let N be a square-free natural number. Then I(2, m, N ) is true for all m ≥ 1. Following the method of Arakawa and B¨ocherer, in [9] it was shown that I(2, 2, N ) is true, where N = 4 or N is square-free. The approach in [9] uses explicit description of the unitary matrix U2m (γ) arising from the representation f Z) on the space of theta functions of weight 1 and index m (see section 2 of SL(2, 2 for the relevant definitions). However, this method does not seem to be amenable for dealing with an arbitrary index m. Thus in this paper, we take a somewhat different approach to prove Conjecture 1.1. In fact, we prove much more. Let us now state the main result of this paper, see section 4 for the proofs. Theorem 1.2. Let k ≥ 2 be an even integer. Then, (i) (ii) (iii) (iv)



I(k, m, N ) I(k, m, N ) I(k, m, N ) I(k, m, N )



is is is is



true true true true



for for for for



k = m = 2 and all square-free N . all N ≥ 1 with m − k ≥ 1. N square-free and m odd with m − k ≥ −1. N = 1 with m − k ≥ −1.



As a corollary, we can state Corollary 1.3. Conjecture 1.1 is true.
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Indeed, from Theorem 1.2 (iii), we see that I(2, m, N ) is true for m = 1, from (i) that for m = 2 whereas from (ii) that for all m ≥ 3. We would like to point out that even though Theorem 1.2 (i) is known from [9], the proof given here for the case m = 2 is completely different and even simpler than that in [9]. Moreover, the proof of Theorem 1.2 (i) is also different than the other parts of the theorem. We now say a few words on the proof of Theorem 1.2 and the organization of this paper. In section 2, we recall basic properties of the differential operators concerned and the theta-decomposition of Jacobi forms. In section 3, we transfer the question into the theory of vector valued modular forms for the double cover f Z) of the modular group (denoted by v.v.m.f. throughout this paper) and SL(2, prove the crucial technical result that a certain tuple of vector Ωm is a v.v.m.f., see Proposition 3.2. Finally, in section 4, we give the proof of Theorem 1.2. Our proof, in most part relies on Proposition 3.2 and on the computation of the vanishing order at ∞ of a certain half integral modular form ωm (see Lemma 4.1). These allow us to investigate the behavior at the cusps of the function ϕ (see (4.6)), which implies Theorem 1.2. In the last section, we discuss some numerical computations in the case ν < m of Hypothesis I and some further remarks regarding the main theorem. Acknowledgements. The first author thanks the Harish Chandra Research Institute, Allahabad, where this work was done, for its hospitality. The authors are grateful to Prof. S. B¨ocherer for communicating his conjecture to us, for his encouragement and for sharing his thoughtful remarks on the same. The first author acknowledges the financial support from UGC-DST and IISc., Bangalore. Finally, we thank the referee for a careful reading of the manuscript and also for suggesting to use the metaplectic covering group for the vector valued modular forms considered in this paper. 2. Notation and preliminaries 2.1. Jacobi forms. Let N , m and k be positive integers. A holomorphic Jacobi form of weight k, index m and level N is a holomorphic function φ : H × C → C satisfying the conditions: (i) for any (γ, (λ, µ)) ∈ Γ0 (N ) n Z2 , the Jacobi congruence subgroup of level N ,
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γ = ( ac db ) ∈ Γ0 (N ), one has −k 2πim(−



(cτ + d) e



c(z+λτ +µ)2 +λ2 τ +2λz) cτ +d



 φ



aτ + b z + λτ + µ , cτ + d cτ + d



 = φ(τ, z),



(ii) For every γ = ( ac db ) ∈ SL(2, Z), the function   aτ + b z −k −2πimcz 2 /(cτ +d) (cτ + d) e φ , cτ + d cτ + d has a Fourier expansion of the form X



cγ (n, r)q n/h ζ r ,



n,r∈Z 4mn≥r 2 h



where h is the width of the cusp γi∞. We denote the space of Jacobi forms of weight k, index m, level N by Jk,m (N ). If φ is a Jacobi form in Jk,m (N ), then it has the Fourier expansion X φ(τ, z) = cφ (n, r)q n ζ r . n,r∈Z 4mn≥r 2



Also, it is well known that any such Jacobi form φ(τ, z) can be (uniquely) written as X hm,µ (τ )θm,µ (τ, z), (2.1) φ(τ, z) = µ mod 2m



with (2.2)



θm,µ (τ, z) =



r2



X



q 4m ζ r ,



r∈Z r≡µ mod 2m



hm,µ (τ ) =



X



µ2



cφ (n, µ)q (n− 4m ) ,



n∈Z n≥µ2 /4m



where cφ (n, r) denotes the (n, r)-th Fourier coefficient of the Jacobi form φ. We have used the standard notation q := e2πiτ (τ ∈ H) and ζ := e2πiz (z ∈ C). f Z)-vector valued modular forms (v.v.m.f.) The reader is referred 2.2. SL(2, to [11] for the relevant details of this section.
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f R) of SL(2, R) is 2.2.1. Metaplectic group. The metaplectic double cover SL(2, defined to be the set of pairs γ e := (γ, w(τ )), with τ ∈ H, γ = ( ac db ) ∈ SL(2, R) and w(τ ) is a holomorphic function on H such that w2 (τ ) = j(γ, τ ) := cτ + d. The group law is given by (γ, w) · (γ 0 , w0 ) := (γγ 0 , w(γ 0 (τ ))w0 (τ )). f R) acts on holomorphic functions on H by the rule: Let κ ∈ 21 Z. Then SL(2, f |κ γ e := w(τ )−2κ f (γ(τ )).



(2.3)



Let log z = ln|z| + iargz, −π < arg z ≤ π denote the principal branch of the complex logarithm function, i.e., the choice of log which restricts to a holomorphic function in the domain {z = reiθ | r > 0, −π < θ ≤ π}. We define as usual, ab = eb log a for a ∈ C× , b ∈ C. Moreover, we put f Z) := {e f R) | γ ∈ SL(2, Z)}. SL(2, γ = (γ, w) ∈ SL(2, One similarly defines the metaplectic Jacobi group over R denoted by Jeκ,m to f R) n R2 · S1 , where S1 is the circle group. Further, one can analogously be SL(2, define a certain action of Jeκ,m on the space of holomorphic functions H × C for κ ∈ 12 Z and m ≥ 1: φ |κ,m



ξe := sm w(τ )−2κ e2πim(−



c(z+λτ +µ)2 +λ2 τ +2λz+λµ) cτ +d



 φ



aτ + b z + λτ + µ , cτ + d cτ + d







where ξe = (e γ , [λ, µ]s), with λ, µ ∈ R, s ∈ S1 . For brevity, we denote the action f R) viz. φ |κ,m (e of the naturally embedded subgroup SL(2, γ , [0, 0]1) by φ |κ,m γ e. 2.2.2. Vector valued modular forms and the theta representation. An n-tuple f := (f1 , . . . , fn )t of holomorphic functions on H is called a vector valued modular f Z) → form (v.v.m.f.) of weight κ ∈ 21 Z with respect to a representation ρ : SL(2, GL(n, C) if f Z)), f |κ γ e(τ ) = ρ(e γ )f (τ ), (τ ∈ H, γ e ∈ SL(2, and f remains bounded as Im(τ ) → ∞, where |κ operation is defined componentwise on f .
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The (column) vector T hm (τ, z) = (θm,µ (τ, z))t06µ


e2m ). (ξe ∈ G



2



Therefore the vector T hm (τ ) := T hm (τ, 0) satisfies the transformation law (2.4)



T hm (τ ) | 1 γ e = U2m (e γ )T hm (τ ),



f Z)) (e γ ∈ SL(2,



2



and is a v.v.m.f. in the above sense. Moreover from [11, Lemma 1.2], we know that the representation U2m is trivial on the subgroup f Z) | γ ∈ Γ(4m)} Γ(4m)∗ := {(γ, J (γ, τ )) ∈ SL(2, where, J (γ, τ ) := Θ(γ(τ ))/Θ(τ ) is the usual theta multiplier for congruence P 2 subgroups inside Γ0 (4). Here Θ(τ ) = n∈Z q n . Therefore, from the above, it follows that the functions hµ are modular forms of weight 21 on Γ(4mN ) with the theta multiplier. 2.3. Differential operators. This section reviews the construction of differential operators on the space of Jacobi forms from their Taylor development around the origin. We first define the Dν operators and state their properties. Consider the Taylor expansion of a Jacobi form φ ∈ Jk,m (N ) around z = 0 : X (2.5) φ(τ, z) = χν (τ ) z ν , ν≥0



where χν (τ ) are the Taylor coefficients. One can now define the relevant differential operators which are the objects of interest in this paper. Definition 2.1. (2.6)



Dν φ(τ ) := Ak,ν ξν = Ak,ν



X (−2πim)µ (k + ν − µ − 2)! (µ) χν−2µ (τ ), (k + 2ν − 2)! µ! ν



0≤µ≤ 2 (2ν)! where Ak,ν := (2πi)−ν (k+2ν−2)! . (k+ν−2)!
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Example 2.2. For ν = 0, ξ0 is nothing but χ0 . When ν = 2, ξ2 = χ2 −



7 2πim k



χ00 .



We end this section with the basic result on the injective property of the collection of these differential operators. Proposition 2.3. (i) Let k, ν ≥ 0. Then, ξν is a modular form of weight k + ν for Γ0 (N ). If ν > 0, it is a cusp form. (ii) For all m, N ≥ 1, m ⊕m ν=0 D2ν : Jk,m (N ) ,→ Mk (N ) ⊕ν=1 Sk+2ν (N ).



3. Setup We assume from now on that k is even. Let φ ∈ Jk,m (N ) and look at the Theta-decomposition (2.1) of φ. We now appeal to the Taylor expansion of φ around the origin z = 0, see (2.5). From the definition of χ2ν and the relations h2m−µ = hµ , θm,2m−µ (τ, z) = θm,µ (τ, −z) (see [4, p. 60]), clearly one has m



1 (2ν) 1 X (2ν) χ2ν (τ ) = φ (τ, z) |z=0 = cµ hµ (τ )θm,µ (τ, z) |z=0 (2ν)! (2ν)! µ=0 m m X (8πim)ν X (ν) (ν) cµ hµ θm,µ . cµ hµ (τ )θm,µ (τ, 0) =: cν,m (2ν)! µ=0 µ=0  1 if µ = 0, m, (ν) Here hµ = hm,µ , θm,µ := θm,µ (τ, 0), θm,µ = ( dτd )ν θm,µ , and cµ = 2 otherwise.



(3.1)



=



We thus get a system of equations connecting (hµ )µ and (χ2ν )ν : 



 (3.2)



θm,0 θm,1  .. ..  . . (m) (m) θm,0 θm,1



   h00 χ0 . . . θm,m  0    h1   χ2  ..      . ·  ..  =  ..  , . .     (m) . . . θm,m 0 hm χ2m 



where h0µ = cν,m cµ hµ . Let us denote the (m + 1) × (m + 1) matrix of the theta derivatives in (3.2) by Wm . It is a well-known fact, due to J. Kramer [7], that Wm := det Wm = (const.) · η (m+1)(2m+1) .
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Here η is the Dedekind η-function. Now assume that φ ∈ ∩m−1 ν=0 ker D2ν . From the description of the operators D2ν in terms of the Taylor coefficients χ2ν of φ in (2.6) (see also [4, p. 31-32]) we easily infer that (3.3)



φ ∈ ∩m−1 ν=0 ker D2ν ⇐⇒ χ2ν = 0,



ν = 0, 1, . . . , m − 1.



Thus, for such a φ, using (3.2), we get the following (3.4)



hµ = cm χ2m (ωµ /Wm ),



(µ = 0, 1, . . . , m),



t where cm = c−1 m,m and (ω0 /Wm , . . . , ωm /Wm ) is the last column of the matrix −1 Wm . Let us define the column-vector Ωm by



(3.5)



Ωm := (ω0 , ω1 , . . . , ωm )t



We state now a natural result which is sufficient for us to check if a tuple of holomorphic functions on H is actually a v.v.m.f. in the sense of section 2.2.2; also see [3, Prop. 2.5.2] for the theory of vector valued modular forms for SL(2, Z). Proposition 3.1. Suppose κ ∈ 21 Z. If V is a finite dimensional vector space with f Z), then to any set {f1 , . . . , fn } which spans V , there is a a right action |κ of SL(2, f Z) → GL(n, C) such that (f1 , . . . , fn )t is a vector-valued representation ρ : SL(2, modular form of weight κ with respect to ρ. Proof. The proof is the same as that for the case of the modular group with a multiplier system, see [3, Prop. 2.5.2]. We do not repeat the same argument here, but only note that Marks just uses that |κ is an action. Moreover, we note that this result is more a result of linear algebra than of modular forms theory, expressing the action of a d-dimensional linear representation of some group Γ f Z)) on a set of n ≥ d generators of the space by an n-dimensional (here Γ = SL(2, linear representation of Γ.  The next proposition will be crucial in proving Theorem 1.2. But before that, let us introduce the differential operator Dκ , sometimes referred to as the ‘modular P n derivative’. Namely, for f holomorphic on H, and E2 = 1 − 24 ∞ n=1 σ1 (n)q , the weight 2 quasimodular Eisenstein series, we define for κ ∈ 21 Z, Dκ f := q



d κ − E2 f, dq 12
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f Z): The operator Dκ enjoys the following equivariance property under SL(2, (3.6)



Dκ (f |k γ e) = (Dκ f ) |k+2 γ e,



f Z). for all γ e ∈ SL(2,



Thus the operator D can be iterated, and defining Dn = Dnκ = Dκ+2n−2 ◦ · · · Dκ+2 ◦ Dκ , we have the equivariance property (3.7)



Dnκ (f |κ γ e) = (Dnκ f ) |κ+2n γ e,



f Z). for all γ e ∈ SL(2,



These statements are true for SL(2, Z) with κ ∈ Z (cf. eg. [3]), and the same f Z) without any change. In the sequel, we sometimes proofs carry over to SL(2, omit the subscript κ in Dκ if there is no confusion. f Z) of Proposition 3.2. The tuple Ωm is a vector-valued modular form on SL(2, 2 weight κ = 2m 2−m with respect to a representation ρm . Proof. Let us define the vector space Vm := Chω0 , ω1 , . . . , ωm i. By Proposition 3.1, it is enough to show that f Z) ⊆ Vm . Vm |κ SL(2, d Let D denote the opertor q dq and we define the operator D by



Df := D 1 f = D − 2



1/2 E2 f. 12



Next, we note that ωi , which is the (m + 1, i)-th co-factor of Wm , is also the (m + 1, i)-th co-factor of the matrix Dm (up to a constant) defined by   θm,0 θm,1 ... θm,m    Dθm,0 Dθm,1 . . . Dθm,m  , Dm :=  .. ..  ..  . . .   Dm θm,0 Dm θm,1 . . . Dm θm,m where we recall that θm,µ := θm,µ (τ, 0).
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To see this, we observe that the (m+1, i)-th co-factor of Wm is, after applying some elementary row operations stemming from the definition (and noting in (3.2) 1 d that D = 2πi ) is the same as the determinant (up to a constant) dτ   θm,0 θm,1 θd ... θm,m m,i   [  Dθm,0 Dθm,1 Dθ ... Dθm,m  m,i  . (3.8) Dm (m + 1, i) := det  .. .. .. ..  . . . .   m−1 m−1 m−1 m−1 \ θm,i . . . D θm,m D θm,0 D θm,1 D These are nothing but the (m+1, i)-th co-factors (up to sign) of Dm . Therefore −1 is a v.v.m.f. we have to prove that the last column of Dm f Z), let us denote by Dm | γ For γ e ∈ SL(2, e the following matrix:   e θm,1 | 1 γ e ... θm,m | 1 γ e θm,0 | 1 γ   2 2 2   (Dθ ) | γ e (Dθ ) | γ e . . . (Dθ ) | γ e 1 1 1 m,1 m,m m,0   +2 +2 +2 .  2 2 2 Dm | γ e :=   .. ..   . .   m m m (D θm,0 ) | 1 +2m γ e (D θm,1 ) | 1 +2m γ e . . . (D θm,m ) | 1 +2m γ e 2



2



2



Then clearly one has (3.9)



Dm | γ e = Dm · Um+1 (e γ ),



f Z) by where Um+1 (e γ ) is the matrix defined for each γ e ∈ SL(2, e = (θm,0 , θm,1 , . . . , θm,m ) · Um+1 (e γ ). (θm,0 , θm,1 , . . . , θm,m ) | 1 γ 2



We note here that a basis for the space of the theta-constants T cm := {θm,µ | µ mod 2m} for congruence modulus m is constituted by the θm,µ , with 0 ≤ µ ≤ m. One knows that these span T cm (see (i) below), and one can see that these are linearly independent by looking at the first non-zero terms in their respective Fourier expansions. Therefore, an application of Proposition 3.1 (or rather its proof, see [3]) shows f Z) on T cm , for the action | 1 . The that Um+1 defines a representation of SL(2, 2 above assertion about T cm and (3.9) follows from the following two facts: (i) the transformation formula of the theta 2m-tuple T hm (τ ) in (2.4) and the relations: θm,µ = θm,2m−µ ,



for all 0 ≤ µ < 2m,
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which gives rise to the (m + 1) × (m + 1) matrix Um+1 (e γ ). (ii) the equivariance property of the differential operator D: for each 0 ≤ j ≤ m, one has   j j j (D θm,0 ) | 1 +2j γ e, (D θm,1 ) | 1 +2j γ e, . . . , (D θm,m ) | 1 +2j γ e 2 2 2   j j j e), D (θm,1 | 1 γ e), . . . , D (θm,m | 1 γ e) = D (θm,0 | 1 γ 2 2 2  (3.10) = Dj θm,0 , Dj θm,1 , . . . , Dj θm,m · Um+1 (e γ ). Now, let us recall the Cauchy-Binet formula on the co-factors C(I, J) of the product C = AB of two matrices in terms of those of A, B. Here I, J ⊂ {0, 1, . . . , m} such that |I| = |J| = m and C(I, J) denotes the minor formed by the matrix with rows and columns indexed by I and J respectively. We have X (3.11) C(I, J) = A(I, K)B(K, J). K⊂{0,1,...,m} |K|=m



Applying (3.11) to A = Dm and B = Um+1 as in (3.9), with the choices I = {0, 1, . . . , m − 1}, J = (0, . . . , b j, . . . , m), we find that for each j, ωj |κ γ e is a linear combination of the functions ωi , f Z) from the right, i = 0, 1, . . . , m. Thus Vm is invariant under the action of SL(2, and thus Ωm is a v.v.m.f. of weight κ with respect to a representation ρm by Proposition 3.1, κ can be calculated from (3.4).  We want to eventually use the following result in [2] on the vanishing of a certain subspace of Sk (N ) at some point in the proof of Theorem 1.2. Theorem 3.3. The space Sk (N )η := {f ∈ Sk (N ) : f divisible by η 2k−2 } is zero for (i) N = 1 if 12 - k, or for (ii) all square-free N , provided k ≡ 4, 10 mod 12. Here ‘divisible’ means divisible in the ring of holomorphic modular forms (with multiplier). Part (i) above is not stated in [2], but follows easily from the valence
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formula. We are now in a position to prove Theorem 1.2, which we present in the next section.



4. Proof of Theorem 1.2 Proof of Theorem 1.2 (i). Assume to the contrary that χ4 6= 0. Here χ4 has weight 6 and thus to apply Theorem 3.3, we will need a weight 10 cusp form of level N . We do the obvious way, i.e., multiply χ4 with any non-zero g ∈ M4 (N ). Let us call F := χ4 · g/η 18 . If we can show that F , which is a priori a meromorphic modular form, is bounded at all cusps, then we would be through by virtue of Theorem 3.3. But it is simple to check in this case. Since N is square-free, the Fourier expansion of χ4 at any cusp of Γ0 (N ) is of the form (note that χ4 = const.D4 φ, which is a cusp form) X χ4 | w` = a(n)q n . n≥1



This is because we can choose the w` (` | N ) to be Atkin–Lehner involutions which normalize Γ0 (N ) (see [8, p. 167]), and hence χ4 | w` is again a modular form on Γ0 (N ). Whereas, the η-function clearly has the expansion η 18 | γ = αq 18/24 + higher powers,



α 6= 0, γ ∈ SL(2, Z).



This shows that F is bounded at all the cusps and hence is holomorphic (with multiplier). This completes the proof. We note that however this method works only for m = 2.  For the proof of Theorem 1.2 (ii), we would need the following lemma giving information on the orders at ∞ of the functions ωµ . Lemma 4.1. (4.1)



ord∞ ωm = (m − 1)(2m − 1)/24,



(4.2)



ord∞ ωµ > (m − 1)(2m − 1)/24, µ 6= m.



and



Proof. Note that ωµ is nothing but the µ-th co-factor of the matrix Wm . Let us now find ord∞ ωm . The function ωm is the determinant of the m × m minor Am,m of Wm , obtained by removing the (m + 1)-th row and column from Wm . We now
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use Laplace’s rule of co-factor expansion to compute the resulting determinant: expanding along the first row, ωm =



m−1 X



µ θm,µ B1,µ



µ=0



where B1,µ is the determinant of the (m − 1) × (m − 1) matrix obtained by removing the first row and µ-th column from Am,m and µ are signs. We note that ord∞ B1,0 = (m − 1)(2m − 1)/24. In fact, the q-expansion of B1,0 is: 2πi m(m−1)/2 ) V (1, 22 , 32 , . . . , (m − 1)2 )q (m−1)(2m−1)/24 + higher powers, 4m where V (a1 , a2 , . . . an ) denotes the Vandermonde determinant of the quantities ai . The above formula follows by considering the Leibnitz’s expansion formula for the determinant: Y µ X (4.3) θm,σ(µ) , sign(σ) B1,0 = B1,0 = (



σ



µ



where σ ranges over all permutations of {1, 2, . . . , m − 1} and sign(σ) is the sign of σ. The smallest power of q that occurs in each term of the r.h.s. of (4.3) is evidently m−1 X



µ2 /4m = (m − 1)(2m − 1)/24,



µ=1



Q with coefficient sign(σ)( 2πi )m(m−1)/2 µ σ(µ)2µ . Thus the coefficient of the small4m est power of q in B1,0 , and hence in θm,0 B1,0 is Y 2πi m(m−1)/2 X 2πi m(m−1)/2 ( ) sign(σ) σ(µ)2µ = ( ) V (1, 22 , 32 , . . . , (m − 1)2 ). 4m 4m σ µ Next, we note that the smallest power q coming from the term θm,ν B1,ν , where ν ≥ 1, is at least m−1 X ( µ2 + 4m2 )/4m. µ=0 2



We note that the term 4m comes from the presence of non-trivial derivatives of θm,0 in the summands of the corresponding determinant. The assertion about ord∞ ωm is now clear. For ord∞ ων (ν < m), we proceed exactly as above. Recall that ων is the determinant of the matrix obtained from Wm by removing
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the (m + 1)-th row and ν-th column. The smallest possible power of q in the expansion at ∞ of ων is at least m m−1 X X 2 2 ( µ − ν )/4m > ord∞ ωm = ( µ2 )/4m. µ=0



µ=1



This completes the proof of the lemma.







Proofs of Theorem 1.2 (ii) and (iii). We proceed from (3.4) by multiplying χ2m by a suitable non-zero modular form H ∈ Ms (Γ0 (N ))\{0}, where s ≥ 0 is to be specified later. Thus, we would like to apply Theorem 3.3 to χ2m · H, which is of weight 2m + k + s. Our aim is to prove that χ2m = 0. For convenience, let us define: α = (m − 1)(2m − 1),



β = 2(2m + k) + 2s − 2,



λ = (m + 1)(2m + 1).



Recall from (3.4) that (4.4)



χ2m · H hµ · H = . β η ωµ · η β−λ



To proceed further, we define the function ψ by (4.5)



ψ :=



hµ · H , ωµ /η λ−β



for all those µ such that ωµ 6= 0. Note that since Wm is non-singular, ωµ 6= 0 for some µ and hence ψ is well-defined, and of course, is independent of the choice of µ. Then, we have to prove that ψ is bounded at the cusps of Γ0 (N ). From (4.4) it follows that ψ is a modular form of weight 1 on some congruence subgroup of SL(2, Z) with respect to a suitable multiplier system. We now introduce another parameter r ∈ Z by defining (4.6)



ϕ := η −r ψ =



hµ · H , ωµ /η λ−β−r



so that ϕ has weight 1 − 2r . Further, (4.4) show that ϕ is a v.v.m.f. in the sense of [3] on some congruence subgroup of SL(2, Z), if we show that it is bounded at the cusps. More precisely, it is enough to prove that ϕ |ε(1−r/2) γ is bounded, where ε is the multiplier system carried by ϕ and γ ∈ SL(2, Z). Here the action |ε(1−r/2) is
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defined by (cf. [3]) ϕ |ε(1−r/2) γ := ε(γ)−1 j(γ, τ )r/2−1 ϕ(γ(τ )). To this end, recall from Proposition 3.2 that Ωm is a v.v.m.f. as in section 2.2.2 and let the representation associated to it be ρm . Fix some γ0 ∈ SL(2, Z) and f Z) with the square-root w0 (τ ) of j(γ0 , τ ) chosen any γ e0 := (γ0 , w0 (τ )) ∈ SL(2, according to our convention in section 2.2.2. We calculate:  (4.7) ε(γ0 )−1 w0 (τ )−(2−r) ϕ(γ0 τ ) · ρm (e γ0 ) Ωm (τ )/η λ−β−r (τ ) = ε0 (γ0 )j(γ0 , τ )−k−s+1/2 ϕ(γ0 τ )(Ωm /η λ−β−r )(γ0 τ )



(4.8)



= ε0 (γ0 )j(γ0 , τ )−k−s+1/2 (h0 H, h1 H, . . . , hm H)t (γ0 τ ) h i 000 t ε00 = ε (γ0 ) (h0 H, h1 H, . . . , hm H) |k+s−1/2 γ0



where ε0 (γ0 ), ε00 (γ0 ), ε000 (γ0 ) (which arise from appropriate multiplier systems) are roots of unity. Since hµ , H are modular forms, (4.8) remains bounded as v = Im(τ ) → ∞. Next, we claim that for some non-zero a ∈ C, one has (4.9)



Ωm (τ )/η λ−β−r → (0, 0, . . . , a)t ,



as v → ∞.



To prove (4.9) in view of Lemma 4.1, it is sufficient to have the following: (i) ord∞ ωm = ord∞ η λ−β−r =



λ−β−r . 24



Now for (i), we equivalently should have: (4.10)



α + β + r = λ,



i.e., k + s + r/2 = m + 1.



Keeping in mind (4.7) and (i) we see that ϕ |ε(1−r/2) γ remains bounded as v → ∞ if (ii) the last column of the matrix ρm (e γ0 ) is not identically zero. f Z) Now (ii) is certainly true, since ρm is a representation, i.e, a map from SL(2, to GL(m + 1, C). From these observations, we can conclude the proof as follows. First of all, (4.9) and (i), (ii) imply that ϕ is a v.v.m.f. of weight 1 − r/2 with suitable multiplier (we do not need an explicit description of the multiplier) in the sense of [3].
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We now make the following two choices on r, s, N, m which correspond to the two ranges of the difference m − k in Theorem 1.2. Recall that k ≥ 2 is even throughout. (a) For all N ≥ 1, we choose r > 2, s = 0 or equivalently m − k ≥ 1 and H a non-zero constant. This leads to a contradiction if m−k ≥ 1, since there are no non-zero modular forms with multiplier of negative weight on congruence subgroups of SL(2, Z), see e.g., [10, Thm. 4.2.1]. However, if N is square–free or N = 1, we can do a little better if we invoke Proposition 3.3. (b) When N is square–free, we choose r = 0, s = m − k + 1 ≥ 0 and m to be odd. Further H can be any non-zero element of Ms (N ). To apply Theorem 3.3 (i) we must prove that χ2m · H is divisible by η β in the ring of modular forms of integral weight with multiplier, when 2m + k + s ≡ 4, 10 mod 12. But with the choice of s made above, the further choice that m is odd, is equivalent to the above congruence. Clearly m − k ≥ −1. (c) When N = 1, we choose r = 0, s = m − k + 1 ≥ 0 and m ≥ 1 to be any integer. Further H can be any non-zero element of Ms . These conditions allow us to apply Theorem 3.3 (ii), since the congruence condition 2m + k + s 6≡ 0 mod 12, i.e., 3m + 1 6≡ 0 mod 12 is of course true for any integer m; and as in (b) above, we have m − k ≥ −1. This completes the proof of Theorem 1.2.  5. Further remarks First, we would like to point out that the question of the possibility of removal of some operator D2ν for ν < m seems to be delicate. The next example shows that it is not true for m = 1 and level p = 3. Example 5.1. Let p = 3. The space J2,1 (p) is non-zero, in fact its dimension is + + 1. This follows, eg. from the isomorphism J2,1 (p) ∼ (p), where M3/2 (p) is the = M3/2
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+ Kohnen’s + space of weight 3/2 on Γ0 (4p). One has dim M3/2 (p) = 1 since it is isomorphic to M2 (p) via the Shimura map.



The upshot is that D2 : J2,1 (p) → S4 (p) = {0} can not be injective. For the computations of the dimensions, we have used Sage-Math. For N > 3 onwards, there are no obvious ‘dimension obstructions’ when k = 2, m = 1. It will be interesting to see, following a suggestion of B¨ocherer, that whether D2ν (ν < m) can ever be removed under more general circumstances. It would also be interesting to seek an analogue of Theorem 1.2 for odd values of the weight k. The answers to these questions does not seem to follow from the proof of our main theorem in this paper. Remark 5.2. Here we want to point out that Theorem 1.2 (ii), if valid in the range m−k ≥ −1 would imply the Hashimito’s conjecture on theta series attached to definite quaternion algebras for arbitrary level; see [2, p. 47]. Remark 5.3. Theorem 1.2 should be useful in computing the dimension of Jk,m (N ), at least for small values of (k, m, N ). Remark 5.4. It is possible to carry out the proof of Theorem 1.2 (ii) for an arbitrary congruence subgroup Γ; however the condition on m − k would not be so neat and will depend on Γ. Since this gives no further insights to our main goal, we prefer to stick to Γ0 (N ). References [1] T. Arakawa, S. B¨ ocherer: A Note on the Restriction Map for Jacobi Forms, Abh. Math. Sem. Univ. Hamburg 69 (1999), 309–317. [2] T. Arakawa, S. B¨ ocherer: Vanishing of certain spaces of elliptic modular forms and some applications, J. reine angew Math. 559 (2003), 25–51. [3] C. Marks: Classification of vector-valued modular forms of dimension less than six, arXiv:1003.4111v1. [4] M. Eichler and D. Zagier: The Theory of Jacobi Forms. Progress in Mathematics, Vol. 55, Boston-Basel-Stuttgart: Birkh¨ auser, 1985. [5] G. Mason: Vector-valued modular forms and linear differential operators, Int. J. Number Theory 3 (2007), no. 3, 377–390. [6] J. Kramer: Jacobiformen und Thetareihen, Manuscripta Math. 54 (1986), 279–322. [7] J. Kramer: A Wronskian of Thetanullwerte, Abh. Math. Sem. Univ. Hamburg 61 (1991), 61–62.
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where V (a1,a2,...an) denotes the Vandermonde determinant of the quantities ai. The above formula follows by considering the Leibnitz's expansion formula. 
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