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Optimal price setting with observation and menu costs
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B-1



Definition of survival function



Define Pn (t) as the set of histories of length n consecutive price gaps upon observation consistent with no price change for t ≥ 0 periods, starting from p˜ = 0. The correspondence is given by: ( ) n X Pn (t) = p˜1 , ..., p˜n : p˜i ∈ (−¯ p, p¯) all i, and t < τ + t(˜ pi ) ≤ t + t(˜ pn ) i=1



Fixing t, there is a value of n ¯ (t) large enough so that Pn (t) is empty for values of n larger than n ¯ (t). Take n ¯ (t) to the the largest integer for which τ n ¯ (t) ≤ t where τ = limp↑¯p t(p) = ′ inf p t(p). Consider the probability that p˜ is the price gap at time t + t(˜ p) conditional on p˜ ∈ (−¯ p, p¯) being the price gap at t. This function has a density ξ : R × (−¯ p, p¯) → R+ given by: ! ′ −˜ p − p ˜ p ξ( p˜′ | p˜) = n , σ t(˜ p) where n(·) is the density of a standard normal. We define the survival function S : R+ → [0, 1], as the probability that, conditional on having a price adjustment at time zero, there is no price adjustment until time t. It is given by: S(t) = 1 for t < τ, and otherwise n ¯ (t) Z X S(t) = ξ( p˜1 | 0) d˜ p1 ξ( p˜2 | p˜1 ) d˜ p2 · · · ξ( p˜i | p˜i−1 ) d˜ pi . i=1



B-2 B-2.1



(˜ p1 ,˜ p2 ,...,˜ pi)∈Pi (t)



Some limiting cases Price setting with observation cost only



In the simpler case where the menu cost is zero (ψ = 0) the agent solves the following cost minimization problem: "∞  # Z Ti+1 X V0 ≡ min ∞ E0 e−ρTi θ + B e−ρ(t−Ti ) ETi (p(Ti ) − p∗ (t))2 dt (B-1) {Ti ,p(Ti )}i=0



i=0



Ti



where, without loss of generality, we are starting at time t = 0 being an observation date, so that T0 = 0. The term e−ρTi θ is the present value of the cost paid to observe the state p∗ (Ti ) RT   at time Ti . The term Tii+1 e−ρ(t−Ti ) ETi B (p(Ti ) − p∗ (t))2 dt is the integral of the present value of the expected profits after observing the state at time Ti and setting the price to p(Ti ) to be maintained from time Ti until the new observation date vi+1 . The conditioning set is all the information available up to Ti . The expectation outside the sum of the maximization problem conditions on the information available at time zero. Differently from Reis (2006b), the notation of this problem assumes that a price adjustment can only happen at the time 1



of a price review, and is mathematically equivalent to the problem solved by Bonomo and Carvalho (2004). Given two arbitrary Ti and Ti+1 , define: ∗



pˆ ≡ p(Ti ) − p (Ti ) and v(Ti+1 − Ti ) ≡ min p ˆ µ



Z



Ti+1 −Ti



−ρt



e



0







2 pˆ − t dt . µ



(B-2)



Two comments are in order. First, after observing the value of p∗ (Ti ), the firm optimal pricing decision pˆ concerns the new price in excess of p∗ (Ti ) measured in units of the drift µ. Second, instead of setting a constant price we might consider letting the firm set a path for p(t) for t ∈ [Ti , Ti+1 ). It is clear from the objective function that the firm would then choose p(t) = p∗ (Ti ) + µt, and hence the minimized objective function would be identically zero, i.e. v(Ti+1 − Ti ) = 0. Mechanically, this has the same effect on the solution of the problem in this section of setting the drift of the state to zero, i.e. setting the inflation rate to µ = 0. Thus we can interpret the model with µ = 0 as a problem in which the firm is allowed to set a path for p(t). Alternatively, we can also consider the problem where the cost θ applies for a price review, where the firm finds out the value of p∗ (t), but that it has no cost of changing prices without gathering any new information. In this case the optimal policy is also to change the prices between reviews at the rate µ per unit of time. Hence, in either of these alternative scenarios the solution of the firm’s problem is equivalent to the one we present in this section setting µ = 0. For the moment we maintain the assumption that prices can be changed only after a review. The first order condition with respect to pˆ of the function v(τ ), defined in equation (B-2), gives the optimal reset price Rτ ρ 0 te−ρt dt pˆ τ = → as ρ ↓ 0, −ρτ µ 1−e 2 using the function v we write the firm problem as: "∞  Z X −ρTi 2 V0 ≡ min e θ + B µ v(Ti+1 − Ti ) + B ∞ {Ti }i=0



i=0



Ti+1 −Ti 0



e−ρt t σ 2 dt



#



.



(B-3)



Comparing equation (B-1) with equation (B-3) we notice that in the second expression we have solved for the expected values, and we have also subsumed the choice of the price into the function v. We can write this problem in a recursive way by letting τ ≡ Ti+1 − Ti be the time between successive observation-adjustment dates:   Z τ 2 −ρt 2 −ρτ V = min θ + B µ v(τ ) + B e t σ dt + e V , τ



0



where we use the result that the history of the shocks up to that time is irrelevant for the optimal choice of τ , given our assumptions on p∗ (t). The optimal time between observations



2



(and adjustments) solves: 2



V = B σ min τ



θ˜ + v(τ )



µ2 σ2



Rτ + 0 e−ρt t dt 1 − e−ρτ



,



where θ˜ ≡



θ B σ2



,



(B-4)



˜ (µ/σ)2 and ρ. a problem defined by three parameters: θ, Using this setup, the next proposition provides an analytical characterization of the optimal length of the inaction period for the case of small discounting (ρ → 0) and for the case without drift (µ = 0). Both cases provide very accurate approximation of the solution with non-zero drift and discounting provided these are small, as is likely the case in our data. Proposition 8. The optimal decision  rule τ2 for the time between observations when ρ → 0 is a function of two arguments, τ B θσ2 , µσ2 , with the following properties:



1. τ is increasing in the normalized cost θ/(Bσ 2 ), decreasing in the normalized drift |µ/σ|, and decreasing in the innovation variance σ 2 2. The elasticity of τ with respect to θ/(Bσ 2 ) is: 1/2 as θ/B → 0, or µ = 0; 1/3 for σ = 0. 3. For µ = 0 and ρ > 0, then τ solves θ˜ = 12 τ 2 − 16 ρτ 3 + o(ρ2 τ 3 ) , so that τ is increasing p ˜ in ρ provided that ρ or θ are small enough; for ρ = 0 we obtain: τ = 2 θ˜ 4. The derivative of τ with respect to µ is zero at zero inflation if σ > 0.



The proposition shows that for small values of the (normalized) observation cost θ˜ the square root formula gives a good approximation, so that second order costs of observation gathering give rise to first order spells of inattention. Two special cases are worth mentioning. First the case with zero drift, i.e. µ = 0, which gives a square root formula on the cost θ˜ and with elasticity −1 on σ. As we discussed above, the µ = 0 case can be interpreted as a setting where the firm is allowed to set a path for its price. The other special case of interest is when there is no uncertainty, i.e. σ = 0. We can think of this as a limiting case of the observation problem. When the uncertainty is tiny, the rule becomes even more inertial, switching from a square to a cubic root. Alternatively, this can be reinterpreted as a deterministic model with a physical menu cost of price setting (equal to θ), where the firm’s price drifts away from the optimal level due to the inflation trend. While the nature of our approximation is different, several of the conclusions of this proposition evaluated at µ = 0 confirm previous findings in Reis (2006b). In particular, in his Proposition 4 the approximate optimal solution for the inaction interval follows a square root formula, just like we obtain under point 2. Also, as in his Proposition 5, the length of the inaction intervals is decreasing in the variance of the innovations, and increasing in the (normalized) cost of adjustment, as we find under point 1. In this setup the length of the inaction spells is constant, as in the special case that Reis discusses in his Proposition 5. Finally, in both our and his model the reason behind this result is that the state follows a brownian motion and that the level of the value function upon adjustment is independent of the state.



3



For future reference we note that in the case of no drift (µ = 0) and no discount (ρ ↓ 0), the time between observations/adjustments τ , the number of observations/adjustments per unit of time n, the average size of price adjustments E[ |∆p| ], and the instantaneous hazard rate of a price adjustment as a function of time h(t), are given by r  1 1 σ2B 2 σ2 θ 4 p n≡ = , E[ |∆p| ] = 2/π , τ 2θ B h(t) = 0 for t ∈ [0, τ ), and h(τ ) = ∞ .



(B-5)



√ where price changes are distributed as a normal with zero mean and standard deviation σ τ , and t measures the time elapsed since the last price change. B-2.1.1



Proof of Proposition 8.



Proof. We let x∗ = pˆ/µ. Note that as ρ → 0 we have: Z Z τ Z τ ρe−ρt 1 1 τ τ 1 τ2 ∗ −ρt → so x → t dt = , and e t dt → τ t dt = . 1 − e−ρτ τ τ 0 2 τ 2 0 0 Z τ Z τ 2 2 1 τ τ τ2 τ3 − t dt = τ −t dt = τ = . v(τ ) → 2 2 τ 12 12 0 0 Thus lim ρV (τ ) = lim



ρ→0



The f.o.c. for τ is:



ρ→0



˜ µ2 ρτ 3 ρ τ2 θρ + + σ 2 12 (1 − e−ρτ ) 2 (1 − e−ρτ ) (1 − e−ρτ )



!



=



µ2 τ 2 τ θ˜ + + σ 2 12 2 τ



2 3 2 θ˜ µ2 τ 1 ˜ = µ (τ ) + (τ ) = + or θ (τ )2 σ2 6 2 σ2 6 2



From here we see that the optimal inaction interval τ is a function of 2 arguments, it is ˜ and decreasing in the normalized drift (µ/σ)2 . Keeping increasing in the normalized cost θ, the parameters B, θ and µ constant we can write: θ (τ )3 (τ )2 = µ2 + σ2 B 6 2 which implies that τ is decreasing in σ. Note that for µ = 0 we obtain a square root formula on minus one on σ: r r p θ 2 1/2 τ = 2 θ˜ = 2 = θ 2 Bσ B The total differential of the foc for τ gives: ! ! 2 ˜ ˜ µ τ ( θ) ∂τ ( θ) ˜ τ (θ) +1 = σ2 2 ∂ θ˜ 4



the cost θ and with elasticity 1 . σ



1



˜ = 0, then one obtains the same expression than in the case of µ = 0, and since limθ→0 τ (θ) ˜ ˜ θ˜ ∂τ (θ) 1 thus the elasticity is 1/2, or: limθ→0 ˜ ˜ ∂ θ˜ = 2 . To see the result for σ = 0, let us write: τ (θ) θ (τ )3 (τ )2 θ˜ σ 2 ≡ = µ2 +σ , B 6 2 then we let σ 2 → 0 to get with elasticity −2/3 on µ:



θ B



= µ2



τ=







τ3 6



which implies a cubic root formula on the cost θ and



6θ B µ2



1/3



 1/3 6 = θ1/3 µ−2/3 . B



That ∂τ /∂µ = 0 evaluated at µ = 0 follows from totally differentiating Now consider the case when ρ > 0 and µ = 0 then ρV (τ ) equals ρV (τ ) =



θ B



= µ2



(τ )3 6



2



+ σ 2 (τ2) .



ρθ˜ τ e−ρτ 1 − + . 1 − e−ρτ 1 − e−ρτ ρ



The first order condition with respect to τ implies that the optimal choice satisfies: ρτ − 1 + e−ρτ θ˜ = . ρ2



(B-6)



A third order expansion of the right hand side of equation (B-6), gives: 1 1 θ˜ = τ 2 − ρτ 3 + o(ρ2 τ 3 ). 2 6 The expression shows that if ρ = 0 we obtain a square root formula: τ = the optimal τ is increasing in ρ provided ρ or θ˜ are small enough.



B-2.2



p 2 θ˜ , and that



Price setting with menu cost only



In this section we assume the firm observes the state p∗ without cost, i.e. θ = 0, but that it must pay a fixed cost ψ to adjust prices. This is the standard menu cost model. The firm observes the underlying target value p∗ (t) continuously but acts only when the current price, p(t), is sufficiently different from it, i.e. when the deviation p˜(t) ≡ p(t) − p∗ (t), is sufficiently large. Thus optimal policy is characterized by a range of inaction. Using pˆ ≡ p(Ti ) − p∗ (Ti ) to denote the optimal reset price at the time of adjustment, and using the√law of motion for p∗ in equation (1), the evolution of the price deviation is p˜ = pˆ − µ t − sσ t. The Hamilton-Jacobi-Bellman equation in the range of inaction p˜ ∈ [p , p¯] is: 1 ρV (˜ p) = B p˜2 − V ′ (˜ p) µ + V ′′ (˜ p) σ 2 . 2



(B-7)



The optimal return point is: pˆ = arg minp˜ V (˜ p) =⇒ V ′ (ˆ p) = 0, and the boundary conditions



5



are given by V (¯ p) = V (ˆ p) + ψ and V ′ (¯ p) = 0 , V (p) = V (ˆ p) + ψ and V ′ (p) = 0 .



(B-8)



While the standard way to solve this problem is to use the closed form solution of the ODE and use the boundary conditions to obtain an implicit equation for p¯, we pursue an alternative strategy that will be useful to compare with the solution for the problem with both cost. Since for µ = 0 the value function is symmetric and attains a minimum at p˜ = 0, we use the following fourth-order approximation to V (·) around zero: 1 1 V (˜ p) = V (0) + V ′′ (0) (˜ p)2 + V ′′′′ (0) (˜ p)4 for all p˜ ∈ [−¯ p , p¯], 2 4!



(B-9)



where the symmetry around zero implies V ′ (0) = V ′′′ (0) = 0. Note that the optimality condition V ′ (ˆ p) = 0 and the boundary conditions in equation (B-8) imply that V (·) is convex around p˜ = 0 but concave around −¯ p and p¯. Thus a fourth order approximation is the smallest order that we can use to capture this, with V ′′ (0) > 0 and V ′′′′ (0) < 0. The approximation will be accurate for small values of ψ, since in this case the range of inaction is small. Proposition 9. Given µ = 0, the width of the range of inaction, p¯, for small ψσ 2 /B and ρ is approximately given by :  1/4 6 σ2 ψ p¯ = . (B-10) B The result for the quartic root is essentially the one in Dixit (1991), who obtained it through a different argument. The approximation of equation (B-10) is very accurate for a large range of values of the cost ψ. In this case price adjustments take two values only, and hence the average size of price changes is E[ |∆p| ] = p¯. Instead, the number of adjustments per unit of time is more involved, but it can be computed using the function defining the expected time until adjustment, Ta (˜ p), i.e. the expected value of the time until p˜ first reaches p¯ or p. The average number of adjustments, denoted by n, is then 1/Ta (ˆ p). The function Ta (˜ p) satisfies the o.d.e.: 0 = 1 − µ Ta′ (˜ p) +



σ 2 ′′ T (˜ p) and Ta (p) = Ta (¯ p) = 0 . 2 a 2



2



(B-11)



p For the case of µ = 0 the solution is Ta (˜ p) = p¯ σ−˜ 2 . Hence the average number of adjustments 2 per unit of time n satisfies n ≡ Ta1(0) = σp¯2 . Indeed, the distribution of the first times between subsequent price adjustment is known in closed form, and hence one can use it to characterize h(t), the instantaneous hazard rate of a price change as a function of t the time elapsed since



6



the last price change (see Online Appendix B-2.2.2 for details). For future reference we have s  1 2 σ σ2 B 6 σ2 ψ 4 n = 2 = , E[ |∆p| ] = and h(0) = 0 , p¯ 6ψ B h′ (t) ≥ 0, h(·) is convex-concave with lim h(t) = t→∞



π2 π2 σ2 = n. 8 p¯2 8



where we use the approximation for p¯. We note that the hazard rate starts at zero, it is strictly increasing, it quickly attains its asymptote, which is approximately equal to n, the 2 average number of adjustment (their ratio is π8 ≈ 1.23). This means that the behavior is not that different from a constant hazard rate. B-2.2.1



Proof of Proposition 9.



Proof. Differentiating the Bellman equation and evaluating it at zero we obtain: ρV ′′ (0) = 2B + σ 2 /2V ′′′′ (0)



(B-12)



and evaluating this expression for ρ = 0 we have V ′′′′ (0) = −



2B . σ 2 /2



(B-13)



Differentiating the quartic approximation equation (B-9), evaluating at p¯ and imposing the smooth pasting equation (B-8) we obtain: 0 = V ′′ (0)¯ p+



1 ′′′′ V (0) p¯3 . 32



(B-14)



Replacing into this equation the expression for V ′′′′ (0) in equation (B-13) and solving for V ′′ (0) we obtain 1 ′′′′ 1 2B 2 V ′′ (0) = − V (0)¯ p2 = p¯ . (B-15) 32 3 2 σ 2 /2 Using the quartic approximation into the (levels) of equation (B-8) we obtain: 1 1 ψ = V ′′ (0)¯ p2 + V ′′′′ (0)¯ p4 , 2 4!



(B-16)



replacing into this equation V ′′ (0) from equation (B-15) and V ′′′′ (0) from equation (B-13) we obtain   1 1 2B 4 B 4 ψ= − p ¯ = p¯ , (B-17) 2 3 2 4 3 2 σ 2 /2 6 σ2 thus solving for p¯ we obtain the desired expression.



7



B-2.2.2



Hazard rate of menu cost model



In this appendix we described the details for the characterization of the hazard rate of price adjustments of the menu cost model of Section B-2.2. Section 2.8.C formula (8.24) of Karatzas and Shreve (1991) displays the density of the distribution for the first time that a brownian motion hit either of two barriers, starting from an arbitrary point inside the barriers. In our case, the initial value is the price gap after adjustment, namely zero, and the barriers are symmetric, given by −¯ p and p¯. We found more useful for the characterization of the hazard rate to use a transformation of this density, obtained in Kolkiewicz (2002), section 3.3, as the sum of expressions (15) and (16). In our case we set the initial condition x0 = 0 and the barriers a < x0 < b are thus given by a = −¯ p and b = p¯, thus obtaining the density f (t):   ∞ X (2j + 1)2 π 2 π j (2j + 1)(−1) exp − t . f (t) = 2 (¯ p/σ)2 j=0 8 (¯ p/σ)2



(B-18)



The hazard rate h(t) is then defined as: f (t) h(t) = R ∞ . f (s)ds t



(B-19)



Notice that since equation (B-18) is a sum of exponentials evaluated at the product of −t Figure B-1: Hazard Rate of Menu Cost Model
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Note: B = 25, σ = 0.1 and ψ = 0.04 .



times a positive quantity, each of them larger. Thus, for large values of t the first term in



8



the sum dominates, and hence the expression for f (t) becomes   π π2 f (t) ≈ exp − t for large t . 2 (¯ p/σ)2 8 (¯ p/σ)2



(B-20)



2



and hence limt→∞ h(t) = 8 (¯pπ/σ)2 . Indeed, the shape of this hazard rate is independent of p¯/σ, this value only scales it up and down. Moreover the asymptote is approximately attained well before the expected value of the time.



B-2.3



“High” inflation



In this section we solve the problem assuming σ ↓ 0 and µ > 0. We study this case as an approximate solution of the problem where inflation (µ) is large relative to the volatility of the idiosyncratic shocks (σ). When there is no uncertainty the optimal policy is to review once and, after the first price adjustment, to adjust prices every τ periods, by exactly the same amount. This is a version of the classical price adjustment model by Sheshinski and Weiss (1977). The optimal policy can also be written in terms of the price gap, following a sS band, adjusting the price when a lower barrier p is reached, to a value given by pˆ. Our interest in the function t(·) and the thresholds p¯, pˆ and p in this limit is that it should be informative about the shape of t(·) for very small, but strictly positive, values of σ, and in general for the forces that operates in the general case of µ and σ strictly positive. Proposition 10.



Let σ = 0 and µ > 0. As we let ρ ↓ 0 the optimal decision rule satisfy:



1/3  1/3 pˆ − p √ 1 6 µ (ψ + θ) B µ2 , pˆ = = 3 na = , p = −ˆ p, 6 (ψ + θ) 2 B p¯ − pˆ p˜ − p t(˜ p) = if p˜ ∈ [p, p¯] and t(˜ p) = 1/na otherwise. µ 



This result follows from writing down the objective function at the limit of ρ = 0 and solving it explicitly. The results for na , pˆ, p can be found, appropriately reinterpreted, in Mussa (1981) and Rotemberg (1983), and even for higher order approximations (i.e. nonquadratic return function), including ρ > 0, in Benabou and Konieczny (1994). Here we concentrate on the shape of the time to review function t(·). In the deterministic case with θ > 0, the reviews will never be conducted unless there is an adjustment, and this is precisely the logic behind the linear decreasing shape of the function t(·) in the proposition. In the range of inaction, t(˜ p) is exactly the time it takes until the next adjustment. This is in stark contrast with the symmetric shape of t(·) in the case with no drift. In this deterministic case the cost of each adjustment is given by the sum θ + ψ, due to our assumption that a review must be conducted at the time of an adjustment. In the limit case of Proposition 10 the frequency of adjustments has an elasticity of 1/3 with respect to the cost θ + ψ. This is different from the case of zero drift, where the number of adjustments has an elasticity of 1/2 with respect to an equal proportional change in the costs θ and ψ. The optimal return 9



point pˆ is strictly positive, and increasing in inflation, an application of the general result of Proposition 11. The optimal return point pˆ and the lower bound of the range of inaction p are such that pˆ = −p. This feature is very intuitive, since for ρ = 0 the agent gives the same weight to the deviations that occur just after adjusting as to those just before the next adjustment. This also differs from the optimal return of zero of the model with no √ drift. Finally, the boundaries of the range of inaction are asymmetric: (ˆ p − p)/(¯ p − pˆ) = 3 > 1. This asymmetry is due to the fact that pˆ > 0 already takes into account the effect of positive inflation, and hence at p¯ the deviation from the static optimum value of p˜ are very large. Figure B-2: Policy rule t(˜ p) under different values of inflation: µ = 0.05, 0.15, 0.6 µ = 0.05
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Baseline parameter values are: B = 20, , ρ = 0.02, σ = 0.15, ψ = 0.015, θ = 0.03.



To evaluate the extent to which the features discussed in this limit case are present in the case of strictly positive µ and σ Figure B-2 includes three panels where, for fixed values of all the parameters –including σ = 0.15–, we display the shape of the optimal decision rules for three strictly positive levels of the inflation rate. It is clear that for inflation rate of 5% the difference with the shape for zero inflation is very small, but we can already see that the range of inaction starts being asymmetric, that the optimal return point is positive, and that t(·) is asymmetric, with a peak at the right of the optimal return point, and with t(p) < t(¯ p). These features are more apparent for 15% inflation rate, and even more so for the 60% annual inflation rate. B-2.3.1



Proof of Proposition 10.



Proof. We solve the menu cost model in the steady state, i.e. for ρ = 0. This problem corresponds to the limit case when ρ ↓ 0. When µ > 0 and σ = 0 we can write the objective 10



function as: Z τ    2 3   1 1 µτ 2ˆ pµτ 2 2 2 min B (µt − pˆ) dt + (ψ + θ) = min B − + pˆ τ + (ψ + θ) pˆ,τ τ pˆ,τ τ 3 2 0  2 3   2 2  1 µτ µτ (ψ + θ) = min B + (ψ + θ) = min B + τ τ τ 12 12 τ where we used that



τµ 2



2



= arg minpˆ − 2ˆpµτ + pˆ2 τ . The first order condition for τ gives 2 (ψ + θ) 2 B µ2 τ = . 12 τ2



This gives the optimal rules in the proposition. The value of na is obtained as na = 1/τ. The values for t(˜ p) are obtained by requiring that the review happens exactly at the time of an adjustment: t(˜ p)µ = p˜ − p in the range of inaction. The optimal policy has this form because, due to the deterministic evolution of p˜(t), if θ > 0 it is optimal to review only at the time of an adjustment. To show the asymmetry of the range of inaction, i.e. that p¯ − pˆ < pˆ − p, we use the following strategy. We solve the menu cost version for ρ > 0, σ = 0 and µ > 0. Start by solving the value function in the range of inaction p˜ ∈ (p, p¯), which satisfies the ODE: ρV (˜ p) = B p˜2 − µV ′ (˜ p). Then using the 2 value matching conditions at the boundary (for p and p¯) and the optimality condition for pˆ, gives 3 √ equations for these 3 variables. Comparing p¯ − pˆ with pˆ − p shows that (¯ p − pˆ)/(ˆ p − p) = 1/ 3.



B-3 B-3.1



Details on the quadratic objective of firm’s loss function Log approximation of monopolist profit function



Let Π(P ) be the profit function of the monopolist as a function of the price P . Let P ∗ be the optimal price, satisfying ΠP (P ∗ ) = 0. Consider a second order approximation of the log of Π around P = P ∗ obtaining:  1 ∂ 2 log Π(P ) ∗ log Π(P ) = log Π(P ) + (log P − log P ∗)2 + o (log P − log P ∗ )2 . 2 2 ∂(log P ) P =P ∗ A useful example for this approximation is the case with a constant elasticity of demand equal to η > 1 where: q(P ) = E P −η where E is a demand shifter and where the monopolist faces a constant marginal cost C, where: η ∂ 2 log Π(P ) ∗ P = C and = −η (η − 1) η−1 ∂(log P )2 P =P ∗



So, letting B = −η (η − 1), p = log P and p∗ = log P ∗ we obtain the problem in the body of the paper. 11



B-3.2



Non-linear Price setting model



In this section we describe a fully non-linear price setting model. Let the instantaneous profit of a monopolist be as in Appendix B-3.1, where the cost C and the relative price is P . We solve this model numerically and compare its predictions with the simple tracking problem of the paper. This model also helps to interpret ψ and θ in the tracking problem as cost in proportion to the period profit. At the time of the observation we let the general price level be one. This price level increases at the rate µ per unit of time. The log of constant margnal cost in real terms evolve as a random walk with innovation variance σ 2 and with drift µ. The demand has constant elasticity η with respect to the price P relative to the general price level. Thus the −η real demand t periods afger observing a real cost C with a price P is given by A Pˆ e−µt where A is a constant the determined the level of demand. The nominal mark-up t period √  µt+µt+s(t)σ t ˆ after is then P − Ce , where s(t) is a standard normal random variable. Thus  −η  √  the real profitst are given by A Pˆ e−µt Pˆ e−µt − Ceµt+s(t)σ t . The profit level, if prices are chosen to maximize the instantaneous profit when real cost are C and the general price level is one are given by Π∗ (C) ≡ A C 1−η (η/(η − 1))−η (1/(η − 1)). The corresponding Bellman equation is:



v(P, C) = max {ˆ v (C) , v¯(P, C)} vˆ(C) = −(θ + ψ)Π∗ (C) + Z τ Z ∞  −η  √  −ρt max e A Pˆ e−µt Pˆ e−µt − Ceµt+s(t)σ t dN(s(t)) dt + τ,Pˆ Z0 ∞  −∞ √  + e−ρτ v Pˆ e−µτ , Ceµτ +sσ τ dN(s) −∞ Z τ Z ∞ √  −η  −µt ∗ −ρt v¯(P, C) = −θΠ (C) + max e A P e−µt P e − Ceµt+s(t)σ t dN(s(t)) dt + τ 0 −∞ Z ∞  √  −ρτ −µτ µτ +sσ τ + e dN(s) v P e , Ce −∞



This Bellman equation is very similar to the one we solve numerically in Alvarez, Guiso, and Lippi (2009) for a saving and portfolio problem for households. As in the problem of that paper, it is easy to show that the value function is homogenous of degree 1 − η. In this case we can simplfy the problem considering only one state, say P/C. We can develop the expectations and collect terms to obtain: vˆ(C) = −(θ + ψ)Π∗ (C) + Z τ 2 max e−ρt+(1−η)(µ+σ /2)t A C 1−η τ,Pˆ



0



−ρτ +(1−η)(µ+σ2 /2)τ



+ e



Z



∞



−∞



!−η ! Pˆ e−µt Pˆ e−µt − 1 dt Ce(µ+σ2 /2) t Ce(µ+σ2 /2) t  √  2 e−(1−η)(µ+σ /2)τ v Pˆ e−µτ , Ceµτ +sσ τ dN(s) 12



and likewise for v¯. Letting a modified discount factor to be ρ˜ ≡ ρ − (1 − η)(µ + σ 2 /2) and using that v is homogeneous of degree 1 − η: !−η ! Z τ ˆ /C) e−µt ˆ /C)e−µt vˆ(1) A ( P ( P = −(θ + ψ) + max e−˜ρt ∗ − 1 dt ˆ Π∗ (1) Π (1) e(µ+σ2 /2) t e(µ+σ2 /2) t τ,P /C 0 ! Z ∞ ˆ /C)e−µτ √ 1 ( P 2 √ + e−˜ρτ e(1−η)(sσ τ −(σ /2)τ ) v , 1 dN(s) ∗ Π (1) eµτ +sσ τ −∞  −η   Z τ v¯(P/C, 1) (P/C)e−µt (P/C)e−µt −˜ ρt A = −(θ + ψ) + max e − 1 dt τ Π∗ (1) Π∗ (1) e(µ+σ2 /2) t e(µ+σ2 /2) t 0   Z ∞ √ (P/C)e−µτ 1 −˜ ρτ (1−η)(sσ τ −(σ2 /2)τ ) √ v dN(s) + e e ,1 ∗ µτ +sσ τ Π (1) e −∞ v(P/C, 1) = max {ˆ v (1) , v¯(P/C, 1)} . Table B-1 reports main statistics from the solution of the problem just described, under the same baseline parametrization used to solve the problem in the main text. To allow a comparison, we also report the value of the same statistic under the quadratic period return function of the main text. While the non-linear model implies similar range of inaction and pˆ of the linear model, it is characterized by relatively lower frequency of price adjustment and review. Table B-1 : Statistics from the solution of the p p¯ pˆ non-linear model -0.046 0.054 0.003 linear model -0.044 0.044 0.000



non-linear τ na 0.54 1.2 0.42 1.6



problem nr 1.9 2.4



Parameters common to all models ρ = 0.02, σ = 0.15, ψ/B = 0.015/20, θ/B = 0.030/20; B = 20 in the linear model, while B = 1 in the non-linear model.



B-4



The optimal reset price with µ > 0



For the next proposition set, without loss of generality, the current time at t = 0, and assume that the agent will adjust the price at this time. Also, without loss of generality we set p∗ = 0. Let T¯ be a stopping time indicating the time of the next price adjustment. Notice that T¯ is the sum of the time elapsed between consecutive reviews with no adjustment plus the time until review and adjustment. Proposition 11. Let pˆ be optimal price set after an adjustment exceeds the value of ∗ ¯ the target p , and let T the time elapsed between price adjustments. As ρ goes to zero, the optimal value of the initial price gap satisfies:  2 hR ¯ i ¯ T µ E T2 + σ E 0 W (t) dt  pˆ = , (B-21) E T¯ 13



where W (t) is a standard Brownian motion, with W (0) = 0. Thus, fixing θ > 0, for sufficiently small ψ, the value of pˆ is strictly positive. The terms in equation (B-21) are intuitive if you first consider the case where the time to the next adjustment is deterministic, so that T¯ has a degenerate distribution. In this case we obtain: pˆ = µ T¯ /2, so that the initial gap is equal to the value that the target will have exactly at half of the time until the next adjustment, so the first half of the time deviations are positive, and the second negative. To understand the expression for pˆ in the case in which T¯ is random and unrelated with {W (t)}, consider the following simple example. Let T¯ = Tˆ with probability q and otherwise T¯ = ǫ where we let ǫ to go to zero. In this case there is an immediate adjustment with probability 1 − q and otherwise the next adjustment happen in exactly Tˆ periods. Notice that the value of pˆ is irrelevant in the case that the adjustment is immediate, so its determination should be governed by Tˆ . But in this case the same logic than the one in the purely deterministic case applies, and hence we should set pˆ = Tˆ /2. Finally, notice that the general expression in equation (B-21) gives the correct answer in this particular case, since E[T¯] = q Tˆ and E[T¯ 2 ] = q Tˆ 2 , and hence we obtain again that pˆ = Tˆ /2. In our model the stopping time for adjustment T¯ is a function of the path of {W (t)}. Thus, the condition that ψ is small, reduces the depedence of T¯ on its path, ensuring that the first term in equation (B-21) dominates the expression of pˆ. Notice that if ψ = 0, the value of T¯ is indeed deterministic, and hence the second term is exactly zero. Proof of Proposition 11. Proof. Consider ! Z T¯ 2 −ρt G(ˆ p ; T¯, µ) ≡ E e [(µt − pˆ) + σW (t)] dt (B-22) 0



where W (t) is a standard brownian motion. If pˆ and the T¯ are optimal, then G(·; T¯ , µ) should be maximized at pˆ. We will show that, provided that the stopping time is positive and finite, ∂G(0 ; T¯, µ) < 0 if µ > 0 . ∂ pˆ



(B-23)



We write equation (B-22) as G(ˆ p ; T¯ , µ) ≡ E



Z



0



T¯



!   e−ρt (µt − pˆ)2 + 2σW (t) (µt − pˆ) + σ 2 W (t)2 dt



and thus ! Z T¯ ∂G(ˆ p ; T¯, µ) = E e−ρt [−2 (µt − pˆ) − 2σW (t)] dt ∂ pˆ 0 ! "Z ¯ # Z T¯ T = −E e−ρt 2 (µt − pˆ) dt − σ 2E e−ρt W (t)dt 0



0
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Equating this first order condition to zero, rearranging, and taking ρ to zero:  2 hR ¯ i ¯ T µ E T2 + σ E 0 W (t)dt  pˆ = E T¯



B-5 B-5.1



Numerical evaluation of accuracy of analytical approximations Numerical evaluation of Proposition 4.



In this section we report numerical results for the computation of the policy function τ (˜ p), and compare them to the approximation obtained from Proposition 4. The extent of accuracy Figure B-3: Numerical and approximated τ (˜ p) α = 1/6 0.4
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0.1



Note: parameter values are B = 20, ρ = 0.02, σ = 0.2, ψ = 0.03. We let θ to vary so to obtain different values of α.



of our approximation is not very sensitive to B, σ and the levels of the costs ψ and θ, but it can be sensitive to their ratio α for the reasons described in Section 5. However, Figure B-3 shows that for values of α ranging from 0 to (at least) 1 the approximation is very accurate. The level of α has to be very high relatively to the values suggested by microeconomic data in order for the approximation to become inaccurate.
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B-5.2



Numerical evaluation of Proposition 5.



In this section we evaluate the accuracy of the approximated solution in Proposition 5. To do so, we solve the model numerically on a grid for p˜ and obtain the numerical counterparts to the policy rule derived in the proposition. In doing so we approximate V¯ (·) through either a cubic spline or a sixth order polynomial. Results are invariant to the latter. Figure B-4: The relationship between φ and α, and between φ and nr /na Exact vs. approximate (dashed) solution for φ
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Note: parameter values are B = 20, σ = 0.15, θ = 0.03, and we let ψ to vary.



The left panel of Figure B-4 plots the variable φ (the exact solution of the system (A-5)(A-6)), and the variable ϕ (the solution of equation (10)), against the ratio of the two cost, α ≡ ψθ . The figure shows that ϕ and φ are almost indistinguishable, i.e. that the approximation is very precise for the parameters that are of conceivable interest to us.29 As Figure B-5 shows, the solution for p¯ (and as a consequence for φ) in Proposition 2 diverges from its numerical counterpart the more, the larger the ratio α ≡ ψθ is. In particular, the approximated solution tend to understate the value of p¯ relatively to the numerical solution. As a consequence, also φ is understated. In fact, the approximation of τ works pretty well. This discrepancy is due to the nature of our approximation which relies on a second order approximation of V¯ (·), while higher orders (the fourth one in particular) become more relevant as ψ/θ increases, causing the inaction range to widen. To document this effect, we show the following computations. We solved the model numerically, assuming a polynomial of order sixth for V¯ (·), on a grid of values for p˜ for values of α = 0.1 and α = 2. We used the symmetry property of V¯ (·) to set the value of all the odd derivatives evaluated at p˜ = 0 equal 29



We think of the value σ = 0.15 as the annual standard deviation of cost, as well as a value of B = 20, which in this context is implied by a markup of about 15%, as of the right order of magnitude. Multiplying this “reasonable” value of the σ 2 /B ratio by a factor of 100 the approximation remains close to the one that is drawn in the figure.
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Figure B-5: Numerical and approximated φ, τ, p¯ as a function of α ≡ 0.8
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Note: parameter values are B = 20, ρ = 0.02, σ = 0.2, ψ = 0.03. We let θ to vary.



Figure B-6: Numerical and approximated V¯ as a function of α ≡ α = ψ/θ = 0.1
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Note: parameter values are B = 20, ρ = 0.02, σ = 0.2, ψ = 0.03. We let θ to vary.
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0.15



ψ θ



to zero. We then compared the numerical solution for V¯ (·) with the approximated one given by Proposition 2, but having an intercept (i.e. V¯ (0)) equal to the constant term in the sixth order polynomial. As Figure B-6 shows, the quadratic approximation for V¯ (·) works better for low values of p˜, and more generally for low values of α. The second order approximation for V¯ (·) tends to overstate the value of the function for values away from zero, as it ignores the fourth derivative V ′′′′ (0), which is negative. While the difference in the approximation will also affect the value of Vˆ , we find this effect much smaller in our computations. Therefore, the quadratic approximation tends to understate the inaction range, i.e. to produce values of p¯ that are smaller. This is consistent with the values displayed in Figure B-5.



B-5.3



Numerical evaluation of the elasticity for na and nr



In this section we report the numerical solution of the model to the following experiments: (i) a change in ψ holding θ fixed; (ii) a change in θ holding ψ fixed. These experiments are meant to capture the elasticities of na and nr with respect to ψ and θ. Figure B-7: Frequency of adjustment and review as function of costs θ, ψ log(n ) a
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Note: fixed parameter values are ρ = 0.02, σ = 0.2; ψ = 0.03 when θ is allowed to change; θ = 0.06 when ψ is allowed to change.



We show results for different parameterizations of B = 5, 20, 50. The first row in Figure B-7 display results for log(na ), log(nr ) to changes in log(θ) holding ψ = 0.03 as in our benchmark calibration. The larger θ, the closer the value of α to zero. As we can see, the elasticity of nr with respect to θ is roughly equal to - 1/2, independently of the level of B and the level of α. Similarly, the elasticity of na with respect to θ is not changing much to changes in the level of B, however it is sensitive to the level of α, being roughly equal to 1/2 for large values of θ, i.e. for α closer to zero, and smaller at smaller values of θ.
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The second row in Figure B-7 display results for log(na ), log(nr ) to changes in log(ψ) holding θ = 0.06 as in our benchmark calibration. The smaller ψ, the closer the value of α to zero. The elasticities of na and nr with respect to ψ are smaller at smaller values of ψ.



B-6



Analytic recursions for the frequencies of review and adjustment



We develop analytical expressions for the frequency of price adjustments na , and the frequency of price reviews nr . Let the function Ta (˜ p), describe the expected time needed for the price gap to get outside the range of inaction [−¯ p , p¯], conditional on the state (right after a revision) equal to p˜. This function solves the recursion: Ta (˜ p) = t(˜ p) +



Z



σ



σ



p+ ˜ p ¯ √



t(p) ˜



p− ˜ p ¯ √



t(p) ˜



  p Ta p˜ − σ t(˜ p) s dN(s)



(B-24)



for p˜ ∈ [−¯ p , p¯]. Since after a price adjustment the price gap p˜ is zero, then Ta (0) is the expected time between price adjustments. By the fundamental theorem of renewal theory, the average number of price adjustments per unit of time is given by na = 1/Ta (0). Proposition 12.√ Let t(˜ p) be given by the quadratic approximation given in Proposition 4 and let φ ≡ p¯/(σ τ ). The frequency of price adjustments na = 1/Ta (0), where Ta (0) = τ A(φ), for some strictly increasing function A(·) of one variable, with A(0) = 1. The p proof of this proposition follows, essentially, from a change of variables from p˜ to p˜/(σ t(˜ p)). The function A(φ) is the solution of a recursion which can be easily solved numerically, and can also be approximated analytically, see Online Appendix B-6.3 for details. Next we turn to the expected time between reviews. As an intermediate step we write a recursion for the distribution of the price gaps upon review (and before adjustment), for which we use density g(˜ p). The recursion is akin to a Kolmogorov forward equation: !     Z p¯ Z p¯ 1 p˜ − p 1 p˜ p p √ g(˜ p) = n g(p) dp + √ n 1− g(p)dp (B-25) σ τ σ τ t(p) σ t(p) −¯ p σ −¯ p



for all p˜ ∈ [−¯ p , p¯], where n(·) is the density of a standard normal.30 The first term on the right side of this equation gives the mass of firms with values of the price gap p that p in last review were in the inaction region, and drew shocks to transit from p to p˜ = p − sσ t(p) during t(p) periods. The second term has the mass of firms that in the last review R p¯ were outside the inaction region, and hence started with a price gap of zero, so that 1 − −¯p g(p)dp is the fraction of reviews that end up outside the range of inaction, and hence trigger an adjustment. The expected time between price reviews is simply given by the expected value of t(·), the time until the next review, across the different price gaps, distributed according 30



Notice that √1 σ



t(p)



n(·) is the probability density of p˜ conditional on p, where p˜ = p − s σ
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p t(p) .



to g(·): Tr =



Z



p¯ −¯ p



 Z t(p) g(p)dp + τ 1 −



p¯



g(p)dp



−¯ p







.



(B-26)



We establish the following: Proposition 13. p) be given by the quadratic approximation given in Proposition 4 √ Let t(˜ and let φ ≡ p¯/(σ τ ). The average frequency of price reviews is nr = 1/Tr where Tr = τ R (φ), for some strictly decreasing function R(·) of only with variable, with R(0) = 0. p The proof follows, essentially, by using a change of variables from p˜ to p˜/(σ t(˜ p)) and analogously for p on the Kolmogorov-like equation (B-25), and then using equation (B-26). The function R(·) used the solution for g, that follows a recursion which can easily solved numerically, and can also be approximated analytically, see Online Appendix B-6.4 for details.



B-6.1



Proof of Proposition 12.



Proof. We show that, given equation (9), the average frequency of price adjustment can be written as na = 1/Ta (0) where Ta (0) = τ A(φ). Rewrite equation (B-24) in terms of p(p) = √p , σ



t(p)



 p p t(v) ˜ t(v) ˜ ≡ T˜ (φ) ˜ = t(φ) ˜ + T˜ (v) n v q Ta (φ−1 (φ)) −φ q dv, −φ¯ ˜ ˜ t(φ) t(φ)  q q Z φ¯ 1 + φ˜2 1 + φ˜2 τ ˜ ˜   = + T (v) n v √ −φ √ dv, 1 + v2 1 + v2 1 + φ˜2 −φ¯ Z



φ¯



where the first equality follows from strict monotonicity of p(p). Then we can write Ta (0) = ˜ φ) ≡ τ A(φ), where T˜ (0) = τ A(0;  q q Z φ/√1−φ2 2 ˜ 1+φ 1 + φ˜2 ¯ ˜ ˜ φ) = 1 + ˜ φ; ˜   √ √ A( A(v; φ) n v − φ dv. √ 1 + v2 1 + v2 1 + φ˜2 −φ/ 1−φ2 p where we have used that φ¯ = φ/ 1 − φ2 .



B-6.2



Proof of Proposition 13.



Proof. Let q(ϕ) and Q(ϕ) be respectively the density and CDF of ϕ = p (p) ≡ √p σ



′



t(p)



.



t (p) − p(p) 2t(p) > 0. Notice σ t(p)  2 τ that using p−1 (ϕ) to denote the inverse function of p, we compute t(p) = τ − σp = 1+(p(p)) 2 τ which, abusing notation, defines the new function t(ϕ) = 1+ϕ2 .



Notice that p (p) is a monotonic transformation of p,
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dp dp



= √1



The monotonicity of the transformation also gives that Q(p(p)) = G(p) at all p, implying g(p)



dp dϕ = q(p(p))dϕ dϕ



(B-27)



Using equation (B-27) and the change of variables from p to ϕ in equation (B-25) we write: ! Z φ¯ p˜ − p−1 (ϕ) 1 dp −1 p p g(˜ p) = g(p (ϕ)) n dϕ −1 −1 σ t(p (ϕ)) σ t(p (ϕ)) dϕ −φ¯ " #   Z φ¯ dp p˜ 1 −1 √ √ + 1− g(p (ϕ)) dϕ n dϕ σ τ σ τ −φ¯ ! " #   Z φ¯ Z φ¯ 1 p˜ 1 p˜ p p √ √ . = q(ϕ) n −ϕ dϕ + 1 − q(ϕ)dϕ n −1 −1 σ τ σ τ σ t(p (ϕ)) σ t(p (ϕ)) −φ¯ −φ¯ For clarity, rewrite the previous equation using the density of p˜ conditional on ϕ: ! p˜ 1 p p f (˜ p|ϕ) ≡ n −ϕ −1 σ t(p (ϕ)) σ t(p−1 (ϕ)) This gives:



g(˜ p) =



Z



φ¯



−φ¯



"



f (˜ p|ϕ) q(ϕ)dϕ + 1 −



Z



φ¯ −φ¯



q(ϕ)dϕ



#



f (˜ p|0).



(B-28)



Now ˜ Θ(ϕ, ˜ ϕ) ≡ √ consider the following monotone transformation of the random variable ϕ: t(ϕ) ˜ ϕ˜ √ , where the function t(ϕ) is given in equation (B-6.2).31 Using the definition of ϕ and t(ϕ)



the law of motion for p˜ it follows that Θ(ϕ, ˜ ϕ) − ϕ is a random variable with the standard normal distribution: n (Θ(ϕ, ˜ ϕ) − ϕ). By doing the change in variables from p˜ to ϕ˜ on the left-hand side of equation (B-28), and from p˜ to Θ(ϕ, ˜ ϕ) on the right-hand side of equation (B-28), we obtain " # Z φ¯ Z φ¯ dϕ˜ dΘ(ϕ, ˜ ϕ) dϕ˜ dΘ(ϕ, ˜ ϕ) ˜ dϕ˜ q(ϕ) ˜ = n (Θ(ϕ, ˜ ϕ) − ϕ) q(ϕ) dϕ + 1 − q(ϕ)dϕ n (ϕ) ˜ , d˜ p dϕ˜ d˜ p dϕ˜ d˜ p −φ¯ −φ¯ " # Z φ¯ Z φ¯ dΘ(ϕ, ˜ ϕ) q(ϕ) ˜ = n (Θ(ϕ, ˜ ϕ) − ϕ) q(ϕ) dϕ + 1 − q(ϕ)dϕ n (ϕ) ˜ . dϕ˜ −φ¯ −φ¯ 31



The monotonicity holds since θ is increasing in ϕ. ˜
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Replacing these expressions into equation (B-26) gives " Z ¯ Z ¯ φ



Tr (0) = 2 =τ



t(ϕ)q( ˜ ϕ)d ˜ ϕ˜ + 1 − 2



0



#



φ



"



1+2



Z



√



φ/



1−φ2



0







q(ϕ)d ˜ ϕ˜ τ



0



(B-29)



#  1 − 1 q(ϕ)d ˜ ϕ˜ ≡ τ R(ϕ) 1 + ϕ˜2



where we use the definitions of q(·) and p(p), and the quadratic approximation of t(p).



B-6.3



Recursion and Numerical evaluation of A(·) from Proposition 12.



p We give an analytical approximation for the function A. Let φ¯ ≡ φ/ 1 − φ2 R ¯    2 2φ ¯ ¯2 1/2 φ − s dN(s) − φ 2 0 (1 − φ )   1 − A(φ) ≈ Rφ 1.5 − N 2φ¯ 1 − N(φ) + s2 dN(s) + φn(φ)



(B-30)



0



where A(0) = 1, the approximation for A(φ) is strictly increasing for 0 ≤ φ ≤ φsup , φsup ≈ 0.75, and where A(φsup) ≈ 1.8. The value φsup delimits the range over which the approximation is accurate. Here we describe the derivation of the analytical approximation. We start by computing the second derivative of Ta (p) at p = 0 (for notation simplicity we use p in the place of p˜). To further simplify notation rename the extreme of integration as: p − p¯ s1 ≡ p σ t(p)



which depend on p with derivatives p t′ (p) t(p) − (p − p¯) √ 2 t(p) ∂s1 = ∂p σt(p)



,



,



p + p¯ s2 ≡ p σ t(p) ∂s2 = ∂p



p t′ (p) t(p) − (p + p¯) √ 2



t(p)



σt(p)



The first order derivative is: Ta′ (p)



!   p σt′ (p) = t (p) + p − sσ t(p) 1− p s dN(s) 2 t(p) s1 ∂s1 ∂s2 − Ta (¯ p) n (s1 ) + Ta (−¯ p) n (s2 ) ∂p ∂p ′



Z



s2



Ta′
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.



where n(s) denotes the density of the standard normal. The second order derivative is: Ta′′ (p) = t′′ (p) +



Z



s2



Z



s2



s1







p







p



Ta′′ p − sσ



t(p)







σt′ (p) s 1− p 2 t(p)



!2



dN(s)



! 2  sσ ′ p (t (p)) + Ta′ p − sσ t(p) dN(s) −t′′ (p) t(p) + p 2t(p) 2 t(p) s1 ! ! ′ ′ σt (p) σt (p) ∂s ∂s2 1 − Ta′ (¯ p) 1 − p s1 n(s1 ) + Ta′ (−¯ p) 1 − p s2 n(s2 ) ∂p ∂p 2 t(p) 2 t(p) ! !  2  2 2 2 ∂s ∂ s ∂s ∂ s 1 1 2 2 − Ta (¯ p) n′ (s1 ) + n(s1 ) + Ta (−¯ p) n′ (s2 ) + n(s2 ) . ∂p (∂p)2 ∂p (∂p)2 To evaluate this expression note that at p = 0 we have t′ (0) = 0, t(0) = τ , −s1 = s2 = φ, ∂s1 2 = ∂s = σ√1 τ (recall the notation already used above φ ≡ σ√p¯ τ ). Hence the second to last ∂p ∂p 1 line in the previous formula is −2Ta′ (¯ p) n(s1 ) ∂s by the symmetry of Ta (p). Note moreover ∂p that at p = 0 √ ∂ 2 s1 ∂ 2 s2 p¯ t′′ (0) τ =− = (∂p)2 (∂p)2 2σ τ 2 Thus we get: Ta′′ (0)



Z √  √  σt′′ (0) φ ′ = t (0) + −sσ τ dN(s) − √ Ta −sσ τ s dN(s) 2 τ −φ −φ  ′ √  n (φ) p¯ t′′ (0) τ n (φ) ′ (B-31) − 2Ta (¯ p) √ − 2Ta (¯ p) − 2 + n(φ) σ τ 2σ τ 2 σ τ Z



′′



φ



Ta′′



Using that t′′ (0) = −2/σ 2 (from Proposition 4), the last term in the previous equation can be rewritten as −2 Tσa2(¯τp) (−n′ (φ) − φ n(φ)), which is zero since n′ (x) + x n(x) = 0 for a standard normal density. Given that Ta′ (0) = Ta′′′ (0) = 0, and Ta′′ (0) < 0, we approximate Ta (p) with a quadratic function on the interval [−¯ p , p¯] : 1 Ta (p) = Ta (0) + Ta′′ (0) (p)2 . 2 Using the first and the second derivative of this quadratic approximation into the right hand side of equation (B-31), and t′′ (0) = −2/σ 2 , gives: Ta′′ (0)



= −2/σ



2



+Ta′′ (0) (2



N(φ) − 1) −



2Ta′′ (0)
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Z



0



φ



s2 dN(s) − 2 Ta′′ (0) φ n(φ)



or Ta′′ (0) =



−1/σ 2 . Rφ 1 − N(φ) + 0 s2 dN(s) + φn(φ)



(B-32)



To solve for Ta (0) let us evaluate Ta (p) at p¯ obtaining: Ta (¯ p) = t(¯ p) +



Z



2φ¯ 0



φ p¯ =p , where φ¯ ≡ p . σ t(¯ p) 1 − φ2



  p Ta p¯ − sσ t(¯ p) dN(s)



Using the quadratic approximation for Ta in the previous equation we get 2φ¯ 



2  p 1 ′′  p) dN(s) Ta (¯ p) = t(¯ p) + Ta (0) + Ta (0) p¯ − sσ t(¯ 2 0   Z 2φ¯  2 p  1 1 ′′ ¯ = t(¯ p) + N 2 φ − p) dN(s) Ta (0) + Ta (0) p¯ − sσ t(¯ 2 2 0 Z



Replacing Ta (¯ p) = Ta (0) + 12 Ta′′ (0) p¯2 on the left hand side, and collecting terms gives   2 p R 2φ¯  1 ′′ 2 p) dN(s) − p¯ t(¯ p) + 2 Ta (0) 0 p¯ − sσ t(¯  Ta (0) = 1.5 − N 2φ¯   2 R 2φ¯  σ2 ¯2 s ′′ 1 + 2 φ Ta (0) 0 1 − φ¯ dN(s) − 1  = t(¯ p) 1.5 − N 2φ¯   2 R 2φ¯  σ2 ¯2 s ′′ 1 + 2 φ Ta (0) 0 1 − φ¯ dN(s) − 1  2  =τ 1−φ (B-33) 1.5 − N 2φ¯ where the last line uses the equality t(¯ p) = τ − into equation (B-33) gives



 p¯ 2 σ



= τ (1 − φ2 ). Substituting equation (B-32) 2φ¯ 0



   ¯ − s 2 dN(s) − φ¯2 φ (1 − φ )   1 − Ta (0) = τ Rφ 1.5 − N 2φ¯ 1 − N(φ) + 0 s2 dN(s) + φn(φ) 2







1/2



R



(B-34)



which gives the approximation for the expression Ta (0) = τ · A(φ). A numerical study of the function A(φ) shows that A(0) = 1, and that the function approximation is accurate and increasing for φ ∈ (0, 0.75), that A(0.75) ∼ = 1.78 and decreasing thereafter.
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B-6.4



Recursion and Numerical evaluation of R(·) from Proposition 13.



p Let φ¯ ≡ φ/ 1 − φ2 and



R(φ) ≈ 1 − 2



Z



0



φ¯ 



1 q(0) + q ′′ (0) φ2 2







ϕ2 dϕ, 1 + ϕ2



(B-35)



p where ϕ = p/ σt(p), q(0) and q ′′ (0) are known functions of φ¯ derived below, and where R(0) = 1, the approximation for R(φ) strictly decreasing for 0 ≤ φ ≤ φsup where φsup ≈ 0.65, and R(φsup ) ≈ 0.96. To derive the quadratic approximation for q we notice that q(·) attains its maximum at ϕ = 0, and that it is symmetric, so that q ′ (0) = q ′′′ (0) = 0 and q ′′ (0) < 0. Furthermore, ¯ > 0. Then, for small φ = √p¯ , this function can be approximated by a quadratic q(φ) σ τ function with 1 q(ϕ) = q(0) + q ′′ (0) ϕ2 . 2 The value of q(·) and its first and second derivatives with respect to ϕ, ˜ evaluated at ϕ˜ = 0, are given by " # Z φ¯ Z φ¯ dΘ(0, ϕ) q(0) = q(ϕ)n (−ϕ) dϕ + 1 − q(ϕ)dϕ n(0), dϕ˜ −φ¯ −φ¯ " #  2 Z φ¯ Z φ¯ Z φ¯ dΘ(0, ϕ) d2 Θ(0, ϕ) ′ ′ q (0) = q(ϕ)n (−ϕ) dϕ + q(ϕ)n (−ϕ) dϕ + 1 − q(ϕ)dϕ n′ (0), 2 dϕ˜ (dϕ) ˜ −φ¯ −φ¯ −φ¯  3 Z φ¯ Z φ¯ dΘ(0, ϕ) dΘ(0, ϕ) d2 Θ(0, ϕ) q ′′ (0) = q(ϕ)n′′ (−ϕ) dϕ + q(ϕ)n′ (−ϕ) 3 dϕ dϕ˜ dϕ˜ (dϕ) ˜2 −φ¯ −φ¯ " # Z φ¯ Z φ¯ d3 Θ(0, ϕ) dϕ + 1 − q(ϕ)dϕ n′′ (0). + q(ϕ)n (−ϕ) 3 (dϕ) ˜ −φ¯ −φ¯ Using equation (B-6.2) gives p dΘ(0, ϕ) p d2 Θ(0, ϕ) d3 Θ(0, ϕ) = 1 + ϕ2 , = 0 , = −3 1 + ϕ2 . 2 3 dϕ˜ (dϕ) ˜ (dϕ) ˜



Using that n′′ (−ϕ) = n(−ϕ)(ϕ2 − 1), we rewrite q(0) and q ′′ (0) as ! Z φ¯ Z φ¯ p q(0) = 2 q(ϕ)n(ϕ) 1 + ϕ2 dϕ + 1 − 2 q(ϕ)dϕ n(0), 0



q ′′ (0) = 2



Z



0



0



φ¯



p q(ϕ)n(ϕ) 1 + ϕ2 (ϕ4 − 4)dϕ −



1−2



Z



0



φ¯



!



q(ϕ)dϕ n(0).



These two equations and the quadratic approximation for q(·) give a system of 2 equations
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in 2 unknowns: q(0) and q ′′ (0): φ¯ 



 p 1 ′′ 2 q(0) + q (0) = 2 q(0) + q (0) ϕ n(ϕ) 1 + ϕ2 (ϕ4 − 3)dϕ 2 0   ! Z φ¯  Z φ¯  p 1 1 ′′ q(0) + q ′′ (0) ϕ2 dϕ n(0) . q(0) = 2 q(0) + q (0) ϕ2 n(ϕ) 1 + ϕ2 dϕ + 1 − 2 2 2 0 0 Z



′′



The equations above imply p R φ¯ 1 − 2 0 n (ϕ) 1 + ϕ2 (ϕ4 − 3)dϕ q ′′ (0) ¯ =− ≡ κ(φ) p R φ¯ q(0) 2 2 4 1− n (ϕ) ϕ 1 + ϕ (ϕ − 3)dϕ 0



q(0) =



n(0)   . p p R φ¯  R  ¯ φ¯ n(0) − n(ϕ) 1 + ϕ2 ϕ2 dϕ 1 + 2 0 n(0) − n(ϕ) 1 + ϕ2 dϕ + κ(φ) 0



Tr (0) = 2



Z



0



ϕ ¯



"



t(ϕ)q(ϕ)dϕ + 1 − 2



Z



φ¯



#



q(ϕ)dϕ τ



0



(B-36)



" Z   #  Z φ¯  ϕ ¯ 1 1 q(0) + q ′′ (0)ϕ2 dϕ ≈ τ − 2τ − (1 + ϕ2 )−1 q(0) + q ′′ (0)ϕ2 dϕ + 2 2 0 0 (B-37) "Z ¯  #  φ 1 ϕ2 ≈ τ − 2τ q(0) + q ′′ (0)ϕ2 dϕ (B-38) 2 (1 + ϕ2 ) 0 where we use the quadratic approximation of q(·), the definition of p(p), and the quadratic approximation of t(p). Notice that, given equation (9), the average frequency of price review can be always written as nr = 1/Tr (0) where Tr (0) = τ R(ϕ). This result follows directly from substituting equation (9) into equation (B-37).



B-7



A model with free signals and zero inflation



The model considered in the main body of the paper is extreme in that the agent receives full information on the state upon observation, and no new information of any sort about the state in between observations. In this section we set up a model where the agent continuously receives noisy free signals about the value of the price gap. Although we completely solve the model only in four special cases, we think that this formulation is useful to think about the robustness of the results of the baseline specification.32 32



A similar framework is also studied in work in preparation by Hellwig, Burstein, and Venki (2010); Bonomo, Carvalho, and Garcia (2010) study instead a different framework where the firm observes an idiosyncratic productivity shocks for free in any period, while it has to pay a fixed cost to obtain information about another independent structural shock.
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We assume that if the agent observes the price gap at time t = 0, then she receives signals {u(t); t ≥ 0} about it between observations with are related to the price gap by the following linear filtering setup: d˜ p(t) = σdB(t) , du(t) = p˜(t)dt + σu dB ′ (t) and u(0) = 0, ,



(B-39) (B-40)



where {B(t), B ′ (t)} are independent standard brownian motions.33 Let pe be the firm’s forecast of the current value of the price gap, based upon the history of the signals u′s received after the observation of the state. Given this information structure, the forecast error is normally distributed with variance pσ . Thus the state of the problem for the agent is (pe , pσ ). Immediately after an observation the state of the agent is given by (pe , 0), where pe = p˜. Using the Kalman-Bucy filter we obtain that the law of motion of the state is:   p2σ (t) 2 dpσ (t) = σ − 2 dt , (B-41) σu pσ (t) pσ (t) pσ (t)σu dpe (t) = [du(t) − p (t)dt] = [˜ p (t) − p (t)] dt + dB ′ (t) (B-42) e e σu2 σu2 σu2 where pe (0) = p˜(0), and pσ (0) = 0 right after an observation. The solution of the Riccati equation equation (B-41) gives an increasing path of pσ (t), starting at zero and converging to p¯σ = σ σu . The value function for a firm in the inaction region solves the PDE:    p2σ 1 p2 2 2 ρV (pe , pσ ) = B pe + pσ + V2 (pe , pσ ) σ − 2 + V11 (pe , pσ ) σ2 , (B-43) σu 2 σu where we use that, given the history of the signals u’s, the process for {pe (t)} is a Martingale. The agent has to optimally decide whether to observe or to adjust without observing:   Z √ V (pe , pσ ) ≤ min θ + V (pe + pσ s, 0) dN(s) , ψ + min V (p, pσ ) . (B-44) p



The first term on the right hand side of equation (B-44) is the value of observing, where the variance of the forecast error is set to zero, and the state is revealed −which ex-ante has mean pe and variance pσ . The second term on the right hand side of equation (B-44) minimizes over the expected price gap. In our case with no drift this minimization implies p = 0 and the same pσ , since by assumption the price change is done without observing. Notice that this equation evaluated at pσ = 0 compares inaction with the value of adjusting when the price gap is known:   V (pe , 0) ≤ min θ + V (pe , 0) , ψ + min V (p, 0) . (B-45) p



33



We interpret the continuous time model as the limit of a discrete time model where the signal “du” in an interval of length “dt” has sensitivity “dt” with respect to the state, and a noise with variance “σ 2 dt”. Hence, halving the length of the period requires having twice as many signals, so that there is roughly the same information per unit of time.
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It is straightforward that in this case the choice of observing (the first term) is always dominated by inaction for any observation cost θ > 0. The only meaningful choice is given by the second term on the right hand side of equation (B-45). Notice that for (pe , pσ ) with pσ > 0, our notation allows agent to observe and adjust immediately. This occurs when, for a fixed pe , the first term on the right hand side of equation (B-44) achieves the minimum and the second term on the right hand side of equation (B-45) achieves the minimum. We comment briefly on four special cases of this problem that can be fully characterized analytically. The first two cases consider extreme values of the signal to noise ratio (either zero or infinity). These cases are useful to show how or model, and the classic menu cost model, can be interpreted as special cases of this more general problem. The last two cases consider a finite signal to noise level, and assume extreme values of the fixed costs: either an infinite observation cost or a zero menu cost. They provide a partial characterization of the price setting behavior in the presence of signals. In the first case we assume σu → ∞, i.e. that signals are not informative. We show that this problem coincides with the analyses in the main body of this paper, with no drift on p˜ and two costs, where we assume that between observations the agent receives no information. Equations (B-41) and (B-42) show that in this case pσ (t) = σ 2 t and pe (t) = pˆ(0), unchanged through time, so that the PDE for the value function in the inaction region becomes the following ODE on pσ for each value of pe :  ρV (pe , pσ ) = B p2e + pσ + V2 (pe , pσ )σ 2 , for each value of pe there is a one parameter family that solves this equation. Let Pσ (pe ) the variance at which the agent ends up observing after an initial observation pe . In this case Z   p V (pe , Pσ (pe )) = θ + V pe + Pσ (pe ) s, 0 dN(s)



Using the notation in the main body of the paper we have that for pe ∈ [−¯ p, p¯], then 2 Pσ (pe ) = t(pe )σ . Note that in this case of uninformative signals and no drift, it is not optimal to incur the cost ψ and change the price without observing.34 A second interesting case occurs when the signal fully reveals the state, σu → 0. In this case, pσ (t) is arbitrarily close to zero for all t since 0 ≤ pσ (t) ≤ p¯σ = σσu . In the limit pe (t) = p˜ and pσ = 0, thus the PDE in the range of inaction becomes the following ODE:  σ2 ρV (pe , 0) = B p2e + V11 (pe , 0) 2



which is the same as the ODE corresponding to the value function in the case of the inaction 34



We argue this in three steps. First, with zero drift the value function is symmetric in pe , hence it attains the minimum at pe = 0 for any pσ . Second, in between observations pe is constant. Third, after an adjustment pe = 0, and hence, until a new observation, there is no benefit to pay the menu cost and reset the price at the same value. Finally, suppose that pe 6= 0, and pσ > 0, so some time has elapsed since last observation. We argue now that if the agent were to adjust without observing, this would imply that it was not optimal not to adjust upon the last review. The reason is that during the time elapsed there is no new information, pe is constant, and pσ increases, which increases cost. In other words, such value of pe is (and was) outside the range of inaction.
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region for the model with menu cost only. Clearly in this case the agents is adjusting infinitely more often than adjusting. The third and fourth cases assume that signals are noisy but informative 0 < σu < ∞ and the cost takes extreme values. The third one posits that observations are prohibitively costly: θ = ∞ but 0 < ψ < +∞. In this case the variance pσ will converge towards its steady state value, p¯σ = σσu , and remain there forever. With pσ = p¯σ the state consists only of the signal pe , a BM with zero drift and diffusion coefficient σ. The ODE in the inaction region will be identical to the one for the menu cost model, except that it features a new constant Bσσu /ρ which adds to the present value, due to the uncertainty of never knowing the true value of p∗ . The thresholds are exactly the same ones of the menu cost model, but the rule is now implemented whenever the expected value of the price gap, pe , crosses one threshold. In the transition, when pσ < p¯σ , we conjecture that the width of the inaction region is smaller. This is because the objective function is increasing in pσ , i.e. the benefits of adjusting pe are larger when pσ is small. The distribution of price changes in the steady state of this economy is bimodal, as in the menu cost model. Our interpretation of this problem is such that an agent would answer that she is never reviewing, since she never pays the information cost to learn the true information. Thus it is adjusting infinitely more often than reviewing. The fourth special case assumes observation cost are positive and finite, 0 < θ < ∞, but the menu cost is zero, ψ = 0. This version adds signals to the model of Reis (2006b). In this case there are three possibilities: inaction, observation and adjustment, and adjustment without observation. Since the adjustment cost is zero the agent will constantly adjust its price in response to the signals, so that pe = 0. Under these assumptions the state is one dimensional: given by pσ .35 In this case the problem has the same nature of the problem with the observation cost and no drift analyzed in Section 4.1 of Alvarez, Lippi, and Paciello (2010). The optimal decision rule is time dependent: review and adjust prices every τ units of time, and otherwise adjust continuously so that pe = 0. The determination of τ is slightly different because in this case uncertainty is not growing linearly, due to the presence of the signals. The problem becomes: Rτ Z τ B 0 e−ρt pσ (t)dt + e−ρτ θ −ρt −ρτ V = min B e pσ (t)dt + e (V + θ) or ρV = min τ τ (1 − e−ρτ )/ρ 0 Letting ρ ↓ 0 and taking the first order condition with respect to τ we get:     Z τ θ 1 σ4 4 σ4 4 2 2 2 2 = − pσ (t)dt + τ pσ (τ ) = − σ τ − 2 τ + σ τ − 2 τ + o(τ 3 ) B 2 6σu 3σu 0  4 1 σ = σ 2 τ 2 − 2 τ 4 + o(τ 3 ) . 2 2σu where we use the fourth order approximation of pσ (t) = σ 2 t − 35



σ4 3 2t 3σu



+ o(t4 ). Ignoring the



Notice that in this case of zero menu cost, the presence of the drift does not change the dimension of the state, since pe (t) = 0 for all t, as the drift is completely offset at no cost.
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terms of third and smaller order, then we can solve the quadratic equation for τ obtaining: v s u r σu u 1 2θ ∂τ 4 θ τ = t1 − 1 − ≥ and 


The approximation requires that τ be small, which in turns requires that φ/B < σu2 /4. under these assumptions the time between observations is decreasing in the variance of the measurement error. As this variance goes to infinity, the time between observations converges to the expression in the model with observation cost only and no signals. We interpret the costly observations of the state in the model as “reviews” in the data, and the continuous price adjustments as evidence that the agent adjusts more frequently (infinitely so) than it reviews. Notice that the distribution of price changes will consist of very many small changes, which happen instantaneously as the prices equal the forecast, and of infrequent large changes, normally distributed, which happen when the true value of the state is observed. The variance of the large infrequent price changes is given by pσ (τ ).



B-7.1



The solution to the Riccati equation



Here is the solution of the Riccati equation:  exp σσy  pσ (t) = σσy exp σσy



  t − exp − σσy   t + exp − σσy



Proof. Guess of the solution of the Riccati equation: p(t) =



 t  t



(B-46)



a exp(l1 t) + b exp(l2 t) c exp(l1 t) + d exp(l2 t)



where l1 = σ/σy and l2 = −l1 . This guess if based on the following. Consider first a set of two linear ode: x(t) ˙ = Ax(t) + By(t) y(t) ˙ = Cx(t) + Dy(t) for constant coefficients A, B, C, D. Guess that p(t) = x(t)/y(t). Computing p(t) ˙ we get:   x˙ y˙ x x y x y x p˙ = − = A +B − C +D y yy y y y y y 2 = (A − D)p + B − Cp So to obtain the ode for p we set A = D = 0, B = σ 2 and C = 1/σy2 . The eigenvalues of the corresponding matrix are then l1 = σ/σy and l2 = −l1 . Thus the proposed solution for p
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uses that the solution for the system of linear ode is the sum of two exponentials: p(t) =



x(t) where x(t) = a exp(l1 t) + b exp(l2 t) and y(t) = c exp(l1 t) + d exp(l2 t) y(t)



We replace the proposed form of the solution in the ode and obtain: a l1 exp(l1 t) + b l2 exp(l2 t) = σ 2 (c exp(l1 t) + d exp(l2 t)) c l1 exp(l1 t) + d l1 exp(l2 t) = (1/σy2 ) (a exp(l1 t) + b exp(l2 t)) Replacing l1 = σσy = −l2 and rearranging we have a exp(l1 t) − b exp(l2 t) = σσy (c exp(l1 t) + d exp(l2 t)) σσy (c l1 exp(l1 t) − d l1 exp(l2 t)) = (a exp(l1 t) + b exp(l2 t)) Matching the coefficients on exp(l1 t) and exp(l2 t) we obtain: a b = σσy ≡ p¯σ and = −σσy ≡ −¯ pσ c d We add that p(0) = 0 and a normalization that y(0) = 1 to obtain: a + b = 0 and c + d = 1 The solution is then:



1 p¯σ p¯σ c = d = ,a = ,b = − 2 2 2



This gives the solution: p(t) = σσy



B-8



exp(σ/σy t) − exp(−σ/σy t) exp(σ/σy t) + exp(−σ/σy t)



Additional results for the case of multiple adjustments



Table B-2 shows the patterns for frequencies of adjustments and reviews for different values of µ at our baseline parametrization but σ = 0.075.
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Table B-2 : Statistics on the time and size of adjustments as a function of µ na



µ = 0.05 µ = 0.10 0.86 1.07



µ = 0.15 µ = 0.20 µ = 0.25 µ = 0.30 1.35 1.97 2.25 2.52



na|t1 >0



0.05



0.35



0.65



0.61



0.68



0.75



na|J≥2



0.00



0.00



0.00



1.37



1.80



2.24



nr /na



1.50



1.30



1.12



0.69



0.65



0.61



Note: Parameters values are B = 20, σ = 0.075, θ = 0.03 and ψ = α θ; na denotes the average number of adjustments per year; na|t1 >0 denotes the average number of delayed adjustments per year; na|J≥2 denotes the average number of price adjustments conditional on at least two price adjustments between consecutive observation dates.
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