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1 1.1



Introduction Literature Review



The “model-analysis-design” process in dynamic systems control has been widely recognized. In both physical and mathematical modeling, the optimal parameter estimation is essential in successful control designs. Successful parameter estimation relies not only on “good” measurements and observations, but also on “rich” excitation of the system. These are all known concepts in system identification for finite dimensional systems. In the present work, the system to be modeled is of distributed parameter nature (i.e. the states evolve along both time and space axes). Clearly, common finite-dimensional input-output relationships cannot be adopted to characterize the system and in turn, one needs to rely on partial differential equations (PDEs) for modeling. However, determining a rich excitation to increase the relevance of observations and measurements of the states of a distributed parameter system is not a straightforward task. One needs to consider the actuation capabilities as well as location of the sensors so that the gathered information best helps the parameter ∗ This work is supported in part by the NSF International Research and Education in Engineering (IREE) grant ♯0540179. Christophe Tricaud is supported by Utah State University President Fellowship (2006-2007). Project web: mechatronics.ece.usu.edu/mas-net/dddas † C. Tricaud and Y. Q. Chen are with the Department of Electrical and Computer Engineering, Utah State University, 4160 Old Main Hill, Utah State University, Logan, UT 84322-4160, USA {ctricaud, yqchen}@cc.usu.edu
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estimation. Therefore, it is a necessity to develop systematic approaches in order to increase the efficiency of PDE parameter estimators. The problem of sensor location is not new as in, for example, reviews papers [4][15]). However, the investigation on how to best excite the PDE system for optimal parameter estimation has not been attempted so far. This paper presents a framework for such optimal mobile actuation policy aiming at optimal parameter estimation of a class of distributed parameter systems. In the field of mobile sensor trajectory planning, few approaches have been developed so far but numerous scenarios have been considered. Rafaj´owicz [9] investigates the problem using the determinant of the Fisher Information Matrix (FIM) associated with the parameters he wants to estimate. However, his results are more of an optimal time-dependent measure than a trajectory. In [15] and [14], Uci´ nski reformulates the problem of time-optimal path planning into a stateconstrained optimal-control one which allows the addition of different constraints on the dynamics of the sensor. In [16], Uci´ nski tries to properly formulate and solve the time-optimal problem for moving sensors which observe the state of a DPS in order to estimate its parameters’ value. In [19], the Turing’s Measure of Conditioning is used to obtain optimal sensor trajectories. The problem is solved for heterogeneous sensors (i.e. with different measurement accuracies) in [13]. Limited power resource is considered in [6]. In [12], Song adds realistic constraints to the dynamics of the mobile sensor by considering a differential-drive mobile robot in the framework of the MAS-net Project. To the best of the authors’ knowledge, this paper constitutes the first attempt to solve the problem of optimal actuation for parameter estimation in distributed parameter systems. The system is considered to have a known sensor setup and mobile actuators are used to stimulate the system so that measurements from the sensors, possibly mobile, provide best information for parameter estimation.
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Problem Formulation for PDE Parameter Estimation



Consider a distributed parameter system (DPS) described by the partial differential equation  ∂y = F x, t, y, θ in Ω × T , (1) ∂t with initial and boundary conditions B(x, t, y, θ) = 0 y = y0



on Γ × T, in Ω × {t = 0},



(2) (3)



¯ ⊂ Rn and time where y(x, t) stands for the scalar state at a spatial point x ∈ Ω n ¯ instant t ∈ T . Ω ⊂ R is a bounded spatial domain with sufficiently smooth boundary Γ, and T = (0, tf ] is a bounded time interval. F is assumed to be a known well-posed, possibly nonlinear, differential operator which includes first- and second-order spatial derivatives and include terms for forcing inputs. B is an known operator acting on the boundary Γ and y0 = y0 (x) is a given function. We assume that the state y depends on the parameter vector θ ∈ Rm of unknown parameters to be determined from measurements made by N static or moving pointwise sensors over the observation horizon T . We call xjs : T → Ωad
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the position/trajectory of the j-th sensor, where Ωad ⊂ Ω ∪ Γ is a compact set representing the domain where measurements are possible. The observations for the j-th sensor are assumed to be of the form z j (t) = y(xjs (t), t) + ε(xjs (t), t),



t ∈ T,



j = 1, . . . , N,



(4)



where ǫ represents the measurement noise assumed to be white, zero-mean, Gaussian and spatial uncorrelated with the following statistics  (5) E ε(xjs (t), t)ε(xis (t′ ), t′ ) = σ 2 δji δ(t − τ ),



where σ 2 stands for the standard deviation of the measurement noise, δij and δ( · ) are the Kronecker and Dirac delta functions, respectively. With the above settings, similar to [15], the optimal parameter estimation problem is formulated as follows: Given the model (1)–(3) and the measurements b ∈ Θad (Θad being z j from the sensors xjs , j = 1, . . . , N , determine an estimate θ the set of admissible parameters) of the parameter vector which minimizes the generalized output least-squares fit-to-data functional given by b = arg min θ



ϑ∈Θad



N Z X  j=1



T



2 z j (t) − y(xjs (t), t; ϑ) dt



(6)



where y is the solution of (1)–(3) with θ replaced by ϑ. b deBy observing (6), it is possible to foresee that the parameter estimate θ pends on the number of sensors N and the mobile sensor trajectories xjs . This fact triggered the research on the topic and explains why the literature so far focused on optimizing both the number of sensors and their trajectories. The intent was to select these design variables so as to produce best estimates of the system parameters after performing the actual experiment. Note that, besides these explicit design variables there exists an implicit one that is the forcing input in (1). Therefore, for given sensor trajectories, our interest in this paper focuses on designing the optimal forcing input so as to get the most accurate parameter estimates. Since our approach is based on the methodology developed for optimal sensor location, we display it here as an introduction to the theory from [15] and [5]. In order to achieve optimal sensor location, some quality measure of sensor configurations based on the accuracy of the parameter estimates obtained from the observations is required. Such a measure is usually related to the concept of the Fisher Information Matrix (FIM), which is frequently referred to in the theory of optimal experimental design for lumped parameter systems [2]. Its inverse constitutes an approximation of the covariance matrix for the estimate of θ. Given the assumed statistics of the measurement noise, the FIM has the following representation [18, 8]: M=



N Z X j=1



where



T



g(xjs (t), t)g T (xjs (t), t) dt,



g(x, t) = ∇ϑ y(x, t; ϑ) ϑ=θ0



(7)



(8)
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denotes the vector of the so-called sensitivity coefficients, θ0 being a prior estimate to the unknown parameter vector θ [17, 18]. However, the FIM can hardly be used in an optimization as is. Therefore, it is necessary to maximize some scalar function Ψ of the information matrix to obtain the optimal experiment setup. The introduction of the scalar criterion allows us to pose the sensor location problem as an optimization problem. Several choices for such a function can be found in the literature [21, 2, 1] and the most popular one is the D-optimality criterion Ψ[M ] = − log det(M ).



(9)



Its use yields the minimal volume of the uncertainty ellipsoid for the estimates of the parameters. In this paper, only the D-optimality criterion is considered.



2



Optimal Actuation Problem



The optimal actuation problem is very close to the optimal measurement problem in the sense that both use the sensitivity coefficients as a measure of the quality of the parameter estimation. However, both problem differ in the following ways: • The optimal measurement problem assumes that the forcing input in (1) is known whereas the optimal actuation problem attempts to optimize trajectories of mobile actuators constituting part of the entirety of the forcing input. • In the optimal actuation problem, the sensors positions/trajectories are known beforehand and are not optimized, although it could be done jointly which is left as our future research effort.



2.1



Mobile Actuator Model



We assume that the actuators are mounted on vehicles whose dynamics are described by the following equation x˙ ja (t) = f (xja (t), uj (t))



a.e. on T ,



xja (0) = xja0 ,



(10)



where the function f : RM × Rr → RM has to be continuously differentiable, xja0 ∈ RM represents the initial disposition of the actuators, and u : T → Rr is a measurable control function satisfying the following inequality ul ≤ u(t) ≤ uu



a.e. on T,



(11)



for some constant vectors ul and uu . Let us introduce,  s(t) = x1a (t), x2a (t), . . . , xM a (t) ,



(12)



Ωad = {x ∈ Ω : bi (x) = 0, i = 1, ..., I},



(13)



where xka : T → Ωad is the trajectory of the k-th actuator. We assume that all the vehicles are confined within an admissible region Ωad (a given compact set) where the actuation is possible. Ωad can be conveniently defined as
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where the bi functions are known continuously differentiable functions. That is to say that the following constraints have to be satisfied: hij (s(t)) = bi (xja (t)) ≤ 0, ∀t ∈ T,



(14)



where 1 ≤ i ≤ I and 1 ≤ j ≤ N . For simpler notation, we reformulate the conditions described in (14) in the following way γl (s(t)) ≤ 0, ∀t ∈ T,



(15)



where γl , l = 1, ..., ν tally with (14), ν = I × N . It would be possible to consider additional constraints on the path of the vehicles such as specific dynamics, collision avoidance and any other constrains. The actuation function for the i-th mobile actuator is assumed to have the following form (16) Fi (x, t) = Gi (x, xia , t).



2.2



Problem Definition



To define the considered problem, we reformulate (1) M



 X  ∂y = F x, t, y, θ + Fk x, t in Ω × T , ∂t



(17)



k=1



initial and boundary conditions remain unchanged. F may still include forcing inputs terms. For the framework of optimal actuation, the FIM is given by the following new representation M Z X M (s) = h(xka (t), t)dt, (18) k=1



T



where for the k-th actuator h(xka (t), t) =



N X



g(xka (t), xjs (t), t)g T (xka (t), xjs (t), t),



(19)



j=1



and g(xka (t), x(t), t)



=



Z



T



∇ϑ y(x(τ ), τ ; ϑ) ϑ=θ0 dτ.



(20)



 In (20), y is the solution of (17) for Fk x, τ = Gi (x, xia , τ )δ(t−τ ) for all k ∈ [1, M ] The purpose of the optimal actuation problem is to determine the forces (controls) applied to each vehicle conveying an actuator, which minimize the design criterion Ψ(.) defined on the FIMs of the form (7), which are determined unequivocally by the corresponding trajectories, subject to constraints on the magnitude of the controls and induced state constraints. To increase the degree of optimality, our approach considers s0 as a control parameter vector to be optimized in addition to the control function u.
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Given the above formulation we can cast the optimal actuation policy problem as the following optimization problem: Find the pair (s0 , u) which minimizes J (s0 , u) = Φ [M (s)]



(21)



over the set of feasible pairs  P = (s0 , u) |u : T → Rr is measureable, ul ≤ u(t) ≤ uu a.e. on T , s0 ∈ ΩM ad , (22) subject to the constraint (15). The solution to this problem can hardly have an analytical solution. It is therefore necessary to rely on numerical techniques to solve the problem. A wide variety of techniques are available [7]. However, the problem can be reformulated as a classical Mayer problem where the performance index is defined only via terminal values of state variables.



3



Optimal Control Formulation



In this section, the problem is converted into a canonical optimal control one making possible the use of existing optimal control problems solvers. To simplify our presentation, we define the function svec : Sm → Rm(m+1)/2 , where Sm denotes the subspace of all symmetric matrices in Rm×m that takes the lower triangular part (the elements only on the main diagonal and below) of a symmetric matrix A and stacks them into a vector a: a = svec(A) = col[A11 , A21 , . . . , Am1 , A22 , A32 , . . . , Am2 , . . . , Amm ].



(23)



Reciprocally, let A = Smat(a) be the symmetric matrix such that svec(Smat(a)) = a for any a ∈ Rm(m+1)/2 . Consider the matrix-valued function Π(s(t), t) =



M X



h(xka (t), t).



(24)



k=1



Setting r : T → Rm(m+1)/2 as the solution of the differential equations ˙ r(t) = svec(Π(s(t), t)),



r(0) = 0,



(25)



we obtain M (s) = Smat(r(tf )),



(26)



i.e., minimization of Φ[M (s)] thus reduces to minimization of a function of the terminal value of the solution to (25). Introducing an augmented state vector   s(t) q(t) = , (27) r(t) we obtain q 0 = q(0) =







s0 0







.



(28)



i



i i



i



Then the equivalent canonical optimal control problem consists in finding a pair (q 0 , u) ∈ P¯ which minimizes the performance index ¯ 0 , u) = φ(q(tf )) J(q subject to



where



(29)



 



˙ q(t) = φ(q(t), u(t), t) q(0) = q 0  γ¯ (q(t)) ≤ 0 l



 P¯ = (q 0 , u) |u : T → Rr



(30)



is measurable, ul ≤ u(t) ≤ uu a.e. on T , s0 ∈ ΩM ad , (31)



and φ(q, u, t) =







f (s(t), u(t)) svec(Π(s(t), t))







γ¯l (q(t)) = γl (s(t)).



,



(32) (33)



The above problem in canonical form can be solved using one of the existing packages for numerically solving dynamic optimization problems, such as RIOTS 95 [11], DIRCOL [20] or MISER [3]. We chose RIOTS 95, which is designed as a MATLAB toolbox written mostly in C and runs under Windows 98/2000/XP and Linux. The theory behind RIOTS 95 can be found in [10].
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An Illustrative Example



In this section, we use a demonstrative example to illustrate our method. We consider the two-dimensional diffusion equation M X ∂y = ∇ · (κ∇y) + Fi ∂t i=1



(34)



for x = [x1 x2 ]T ∈ Ω = (0, 1)2 and t ∈ [0, 1], subject to homogeneous zero initial and Dirichlet boundary conditions. The spatial distribution of the diffusion coefficient is assumed to have the form κ(x1 , x2 ) = θ1 + θ2 x1 + θ3 x2 .



(35)



In our example, we select the initial estimates of the parameter values as θ10 = 0.1, θ20 = −0.05 and θ30 = 0.2, which are assumed to be nominal and known prior to the experiment. The actuation function is    2 2  Fi x, xia , t = 1000 exp −50 xia1 − x1 + xia2 − x2 . (36) where xia = [xia1 xia2 ]T . The dynamics of the mobile actuators follow the simple model x˙ ja (t) = uj (t), xja (0) = xja0 , (37)
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1 actuator 2 actuators 3 actuators



Case 1 15.991 12.582 11.28



Case 2 18.051 14.273 13.022



Case 3 10.904 7.36 5.8136



Case 4 14.465 11.095 9.8976



Case 15 12.547 7.4806 6.4512



Table 1. Values of the D-optimality criterion Ψ(M ) for the different test cases



and additional constraints |uji (t)| ≤ 0.7,



∀t ∈ T,



i = 1, . . . , M.



(38)



Our goal is to design their trajectories so as to obtain possibly the best estimates of θ1 , θ2 and θ3 . The determination of the Fisher information matrix for a given experiment requires the knowledge of the vector of the sensitivity coefficients g = col[g1 , g2 , g3 ] along sensor trajectories. The FIM can be obtained using the direct differentiation method [18] by solving the following set of PDEs: ∂y ∂t ∂g1 ∂t ∂g2 ∂t ∂g3 ∂t



= ∇ · (κ∇y) +



X



Fk ,



(39)



= ∇ · ∇y + ∇ · (κ∇g1 ), = ∇ · (x1 ∇y) + ∇ · (κ∇g2 ), = ∇ · (x2 ∇y) + ∇ · (κ∇g3 ),



in which the first equation represents the original state equation and the next three equations are obtained from the differentiation of the first equation with respect to the parameters θ1 , θ2 and θ3 , respectively. The initial and Dirichlet boundary conditions for all the four equations are homogeneous. Five different given sensor setups are considered, and for each setup optimal actuation trajectories of different number of actuators (1, 2 and 3) are compared: 1. 2. 3. 4. 5.



One static sensor located in the center of the domain (0.5, 0.5), One static sensor located near one of the corners of the domain (0.2, 0.8), Three static sensors located throughout the domain ((0.1, 0.7), (0.5, 0.2), (0.6, 0.4)), One moving sensor with a linear motion (0.1, 0.2) → (0.6, 0.7), Two moving sensors. One moving sensor with a linear motion (0.1, 0.2) → (0.6, 0.7) and the other one moves along an arc.



Results for the different cases are summarized in Table 1, and the resulting trajectories can be observed in Figs. 4-4. In the figures, static sensors locations are represented by a red ×, mobile sensors trajectories are in red and actuator trajectories are in blue ( locates the starting point and ▽ the ending point). As expected, for all cases, the performance criterion value decreases as the number of actuator increases. We can also notice that both the mobility, population
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and location of the sensors have a direct impact on the performance of the strategy. Therefore, we can suppose the existence of an optimal combination of sensor and actuator trajectories.
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Figure 1. D-Optimum trajectories of mobile actuators for one stationary sensor
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Figure 2. D-Optimum trajectories of mobile actuators for one stationary sensor
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Figure 3. D-Optimum trajectories of mobile actuators for three stationary sensors
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Figure 4. D-Optimum trajectories of mobile actuators for one moving sensor
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Figure 5. D-Optimum trajectories of mobile actuators for two moving sensors
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Conclusion



We introduced the optimal actuation framework for parameter identification in distributed parameter systems. The problem was formulated as an optimization problem using the concept of the Fisher information matrix. The problem was then reformulated into an optimal control one. With the help of the Matlab PDE toolbox for the system simulations and RIOTS 95 Matlab toolbox for solving the optimal control problem, we successfully obtained the optimal solutions for an illustrative example. We have also observed that it would be possible to combine optimal sensor location and optimal actuation to obtain better results. Our future research efforts will be in that direction.
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