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Optimal Stochastic Policies for Distributed Data Aggregation in Wireless Sensor Networks Zhenzhen Ye, Alhussein A. Abouzeid and Jing Ai



Abstract—The scenario of distributed data aggregation in wireless sensor networks is considered, where sensors can obtain and estimate the information of the whole sensing field through local data exchange and aggregation. An intrinsic trade-off between energy and aggregation delay is identified, where nodes must decide optimal instants for forwarding samples. The samples could be from a node’s own sensor readings or an aggregation with samples forwarded from neighboring nodes. By considering the randomness of the sample arrival instants and the uncertainty of the availability of the multi-access communication channel, a sequential decision process model is proposed to analyze this problem and determine optimal decision policies with local information. It is shown that, once the statistics of the sample arrival and the availability of the channel satisfy certain conditions, there exist optimal control-limit type policies which are easy to implement in practice. In the case that the required conditions are not satisfied, the performance loss of using the proposed control-limit type policies is characterized. In general cases, a finite-state approximation is proposed and two on-line algorithms are provided to solve it. Practical distributed data aggregation simulations demonstrate the effectiveness of the developed policies, which also achieve a desired energy-delay tradeoff. Index Terms—Data aggregation, energy-delay tradeoff, semiMarkov decision processes, wireless sensor networks.



I. I NTRODUCTION



D



Ata aggregation is recognized as one of the basic distributed data processing procedures in sensor networks for saving energy and reducing contentions for communication bandwidth. We consider the scenario of distributed data aggregation where sensors can obtain and estimate the information of the whole sensing field through data exchange and aggregation with their neighboring nodes. Such fully decentralized aggregation schemes eliminate the need for fixed tree structures and the role of sink nodes, i.e., each node can obtain global estimates of the measure of interest via local information exchange and propagation, and an end-user can enquire an arbitrary node to obtain the information of the whole sensing field. Because of its robustness and flexibility in face of network uncertainties, such as topology change and nodes failure, it stimulated a lot of research interests recently, e.g., [1], [2], [3], [4]. In [1], the authors present the motivation and a good example of distributed, periodic data aggregation. The local information exchange in distributed data aggregation generally is asynchronous and thus the arrival of samples at a node is random. For energy saving purpose, a node This work was supported in part by National Science Foundation (NSF) grant 0546402. Some preliminary results of this work is reported in the proceedings of INFOCOM 2007. Z. Ye, A. A. Abouzeid and J. Ai are with the Department of Electrical, Computer and Systems Engineering, Rensselaer Polytechnic Institute Troy, NY 12180-3590, USA; Email: [email protected], [email protected], [email protected].



prefers to aggregate as much as possible information before sending out a sample with the aggregated information. The aggregation operation is also helpful in reducing the contention for communication resources. However, delay due to waiting for aggregation should also be taken into account as it is directly related to the accuracy of the information represented by certain temporal distortion [5]. This is especially true for certain time-sensitive applications in large-scale wireless sensor networks, such as environment monitoring, disaster relief and target tracking. Therefore, a fundamental tradeoff exists between energy and delay in aggregation, which imposes a decision-making problem in aggregation operations. A node should decide when is the optimal time instant for sending out the aggregated information, given any available local knowledge of the randomness of sample arrival as well as the channel contention. In general, the exact optimal time instants might not be easy to find. However, since computation is much cheaper than communication [6], [7], exploiting the on-board computation capabilities of sensor nodes to discover near-optimal time instants is worthwhile. In this paper, we propose a semi-Markov decision process (SMDP) model to analyze the decision problem and determine the optimal policies at nodes with local information. The decision problem is formulated as an optimal stopping problem with an infinite decision horizon and the expected total discounted reward optimality criterion is used to take into account the effect of delay. In the proposed formulation, instead of directly characterizing the complicated interaction between energy consumption and delay in the aggregation (i.e., how much delay can tradeoff how much energy), the proposed reward structure (see Section II-A) addresses a much more natural objective in data aggregation - a lower energy consumption and a lower delay are better. With this objective, the intrinsic energy-delay tradeoff achieves one of its equilibria when the maximal reward is obtained. With this formulation, we show that1 , once the statistics of sample arrival and the availability of the multi-access channel approximately satisfy certain conditions as described in Section IV, there exists simple control-limit type policies which are optimal and easy to implement in practice. In the case that the required conditions are not satisfied, the control-limit policies are low-complexity alternatives to the optimal policy and the performance loss can be bounded. We also propose a finite-state approximation of the original decision problem to provide near-optimal policies which do not require any assumption on the random processes of sample arrival and channel availability. For implementation, we provide two on-line algorithms, adaptive real-time dynamic 1 Except for most major theorems, we skip the technical proofs of the results due to the space limit, and refer the interested readers to [8].
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programming (ARTDP) and real-time Q-learning (RTQ), to solve the finite-state approximation. These algorithms are practically useful on current wireless sensors, e.g., the Crossbow motes [9]. The numerical properties of the proposed policies are investigated with a tunable traffic model. The simulation on a practical distributed data aggregation scenario demonstrates the effectiveness of the policies we developed, which can achieve a good energy-delay balance, compared to previous fixed degree of aggregation (FIX) scheme and on-demand (OD) aggregation scheme [10]. To the best of our knowledge, the problem of “to send or wait” described earlier, has not been formally addressed as a stochastic decision problem. Related work is also limited. Most of the research related to timing control in aggregation, i.e., how long should a node wait for samples from its children or neighbors before sending out an aggregated sample, focuses on tree based aggregation, such as directed diffusion [11], TAG [12], SPIN [13] and Cascading timeout [14]. In these schemes, each node has preset a specific and bounded period of time that it should wait. The transmission schedule at a node is fixed once the aggregation tree is constructed and there is no dynamic adjustment in response to the degree of aggregation (DOA), i.e., the number of samples collected in one aggregation operation, or the quality of aggregated information. One exception is [15], in which the authors have proposed a simple centralized feedback timing control for treebased aggregation. In their scheme, the maximum duration for one data aggregation operation is preset by the sink and propagated to each node within the aggregation tree; then each node can calculate its waiting time for aggregation and execute the aggregation operation; when the data is collected by the sink, the sink will evaluate the quality of aggregation and adjust the maximum duration for aggregation for the next cycle. Distributed control for DOA is introduced in [10]. The target of the control loop proposed in their scheme is to maximize the utilization of the communication channel, or equivalently, minimize the MAC layer delay, as they mainly focus on real-time applications in sensor networks. Energy saving is only an ancillary benefit in their scheme. Our concern is more general than that in [10] as the objective here is to achieve a desired energy-delay balance. Minimizing MAC delay is only one extreme performance point that can be reduced from the general formulation proposed in this paper. As one of the most important models for stochastic sequential decision problems, the Markov decision process (MDP) and its generalization SMDP have been applied to solve various engineering problems in practice (see numerous examples in [16]). In network research literature, MDP and SMDP models are well-known for solving problems such as admission control, buffer management, flow and congestion control, routing, scheduling/polling of queues as well as the Internet web search (e.g. see [17] and the references therein). The optimal stopping problems are an important subset of stochastic sequential decision problems, with important applications in areas of statistics, economics and mathematical finance [18], [19]. Among various existing optimal stopping problems, our work has some of the flavor of the fishing problem [20], [21], the proofreading and debugging problem [18] as well as the aggregation problem in web search [22].



The existing results for these problems, however, can not be directly applied to the aggregation problem considered in this paper due to some commonly used but unrealistic assumptions in these prior works. For example, the total number of random events, such as the number of fish in a lake, the number of bugs in a manuscript or the number of information sources in web search, is usually assumed to be either deterministic and known or random but its distribution is known. And the random events are usually following an (known) independent and identical distribution (i. i. d.). We relax these assumptions in analyzing the data aggregation problem. Moreover, with the introduction of the SMDP model and the learning approaches, the solution provided in this paper is more practically useful in the sense that it can be applied to the data aggregation problem in continuous-time domain, with an unknown probability model. II. P ROBLEM F ORMULATION A. A Semi-Markov Decision Process Model During a data aggregation operation, from a node’s localized point of view, the arrivals of samples, either from neighboring nodes or local sensing, are random and the arrival instants can be viewed as a random sequence of points along time, i.e., a point process. We define the associated counting process as the natural process. As an aggregation operation begins at the instant of the first sample arrival, the state of the node at a particular instant, i.e., the number of collected samples by that instant, lies in a state space S ′ = {1, 2, ...}. On the other hand, for a given node, the availability of the multi-access channel for transmission can also be regarded as random. This can be justified by the popularity of random access MAC protocols in wireless sensor networks (e.g. [23]). Only when the channel is sensed to be free, the sample with aggregated information could be sent. Thus, at each available transmission epoch, the node decides to either (a) “send”, i.e., stop current aggregation operation and send the aggregated sample or (b) “wait” and thus give up the opportunity of transmission and continue to wait for a larger degree of aggregation (DOA). These available transmission epochs can also be called decision epochs/stages. The distribution of the inter-arrival time of the decision epochs could be arbitrary, depending, for example, on the specific MAC protocol. The sequential decision problem imposed on a node is thus to choose a suitable action (to continue to wait for more aggregation, or stop immediately) at each decision epoch, based on the history of observations up to the current decision epoch. A decision horizon starts at the beginning of an aggregation operation. When the decision for stopping is made, the sample with aggregated information is sent out and the node enters an (artificial) absorbing state and stays in this absorbing state until the beginning of the next decision horizon. See Fig. 1 for a schematic diagram illustrating these operations. To model the decision process on an individual node, we assume that, at an available transmission epoch with sn collected samples on the node, the time interval to the next available transmission epoch (i.e., the instant that the channel is idle again) and the number of samples that will arrive on the node in this interval only depend on the number of samples
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Fig. 1. A schematic illustration of the decision process model for data aggregation at a node. The decisions are made at available transmission epochs; with the observation of the currentPnode’s state s, i.e., the number of samples collected, and the elapsed time i δWi , action a is selected (0: continuing for more aggregation; 1: stopping current aggregation). After the action for stopping, the node enters the absorbing state ∆ till the beginning of the next decision horizon.



already collected, sn , irrelevant to when and how these sn samples were collected. We state this condition formally in the following assumption. The effectiveness of this condition will be justified by the performance of decision policies based on it in Section V-B. Assumption 2.1: Given the state sn ∈ S ′ at the nth decision epoch, if the decision is to continue to wait, the random time interval δWn+1 to the next decision epoch and the random increment Xn+1 of the node’s state are independent of the history of state transitions and the nth transition instant tn . With Assumption 2.1 and the observation that the distribution of the inter-arrival time of the decision epochs might be arbitrary, the decision problem can be formulated with a semiMarkov decision process (SMDP) model. The proposed SMDP model is determined by a 4-tuple {S, A, {Qaij (τ )}, R}, which are the state space S, action set A, a set of action-dependent state transition distributions {Qaij (τ )} and a set of state- and action-dependent instant rewards R. Specifically, ′ • S = S ∪ {∆}, where ∆ is the absorbing state; ′ • A = {0, 1}, with As = {0, 1}, ∀s ∈ S and As = {0} for s = ∆, where a = 0 represents the action of continuing for aggregation and a = 1 represents stopping the current aggregation operation; a • Qij (τ ) , Pr {δWn+1 ≤ τ, sn+1 = j|sn = i, a}, i, j ∈ S, a ∈ Ai is the transition distribution from state i to j given the action at state i is a; Q1i∆ (τ ) = u(τ ) for i ∈ S ′ and Q0∆∆ (τ ) = u(τ ), where u(τ ) is the step function; • R = {r(s, a)}, where r(s, a) =







g(s), 0,



a = 1, s ∈ S ′ otherwise



with g(s) as the aggregation gain achieved by aggregating s samples when stopping, which is nonnegative and nondecreasing with respect to (w.r.t.) s. The specific form of g(s) depends on the application. Specifically, the energy saving in two classes of aggregation problems can be appropriately characterized by the aggregation gain g(s) in this formulation. 1) The aggregation problems using application-independent data aggregation (AIDA) scheme [10]. In AIDA, the collected samples in an aggregation operation are concatenated to form a new aggregated sample. The energy saving of this operation comes from the reduction in



MAC control overhead and is a simple function of DOA, i.e., the state s. Thus, the aggregation gain g(s) defined above may be used to represent the actual energy saving in AIDA. 2) The aggregation problems using application-dependent data aggregation (ADDA) with the interested quantity summary in which the actual energy saving has a simple relation to the number of samples aggregated. The examples of such quantity summary include the maximum/minmum, average, count and range of the interested quantity. In these examples, the actual energy saving is approximately proportional to the number of aggregated samples and thus can also be modeled by the function g(s) defined above. One should also note that the actual energy gain using ADDA might be complicated in some cases, not purely determined by the number of collected samples. One of such examples is the aggregation operation performed with lossless compression algorithms. In this case, the energy saving depends on the correlation structure of the collected samples and in general, this correlation structure can not be simply determined by the number of samples, but closely related to other properties of the samples, such as the locations and/or the instants of generation of these samples. To apply the proposed framework to these aggregation problems, we can redefine the state of a node in the decision process model by including the factors that affect actual energy saving in the aggregation, though this redefinition of the state space in the decision process model would change the size of the state space and thus might raise some computational issues in implementation. For example, assume the energy saving is determined by the physical locations of collected samples and all possible sample locations are in a finite set Y . By redefining the state space S ′ in our decision process model as the set of all subsets of Y except the null set, there exists certain function g(s), s ∈ S ′ to represent the actual energy gain. With this SMDP model, the objective of the decision problem becomes: find a policy π ∗ composed of decision rules {dn }, n = 1, 2, ..., to maximize the expected reward of aggregation, where the decision rule dn , n = 1, 2, ..., specifies the actions on all possible states at the nth decision epoch. As our target is to achieve a desired energy-delay balance, the reward of aggregation should relate to the state of the node when stopping (which in turn determines the aggregation gain g(s)) and the experienced aggregation delay. To incorporate the impact of aggregation delay in decisions, we adopt the expected total discounted reward optimality criterion with a discount factor α > 0 [16]. That is, for a given policy π = {d1 , d2 , ...} and an initial state s, the expected reward is defined as "∞ # X π π −αtn v (s) = Es e r(sn , dn+1 (sn )) (1) n=0



where s0 = s, t0 = 0 and t0 , t1 , ... represent the instants of successive decision epochs. The motivations for the choice of an exponential discount of the reward w.r.t. delay in (1) are as follows. First, exponential discount is monotone and thus satisfies the intuition on the monotonic decrease
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of the reward w.r.t. the increase of delay. Second, from an application perspective, an exponential discount function on delay can be a good indicator on the information accuracy. For example, in a commonly used Gauss-Markov field model for spatial-temporal correlated dynamic phenomena, the accuracy of information decreases exponentially with the delay [5]. Third, the proposed multiplicative reward structure and the exponential discount function can also handle the additive discount (w.r.t. delay) cases. For example, the commonly used reward r(s) − αt in optimal stopping/MDP literature can be easily translated into the proposed reward structure with g(s) , er(s) . The monotonicity of the exponential function guarantees that two reward structures have the same maximizer. Finally, the exponential discount w.r.t. delay in the reward structure is helpful in developing practically useful control-limit policies (in Section III) and learning algorithms (in Section IV) as it perfectly fits the SMDP model and thus simplifies mathematical manipulations. On the other hand, we admit that there are other choices for selecting the delay discount function in the decision process model [22]. The basic idea of the proposed decision framework can still be applied, though the analytical results might be slightly different under these different reward settings. By defining v ∗ (s) = sup v π (s)



(2)



π



as the optimal expected reward with initial state s ∈ S, we ∗ are trying to find a policy π ∗ for which v π (s) = v ∗ (s) for all ∗ s ∈ S. It is clear that v (s) ≥ 0 for all s ∈ S as r(s, a) ≥ 0 for all s ∈ S and a ∈ As . We are especially interested in v ∗ (1) since an aggregation operation always begins at the instant of the first sample arrival2 . Furthermore, in an aggregation operation, by stopping at the nth decision epoch with state sn ∈ S ′ and total elapsed time tn , the reward obtained at the stopping instant is given by Yn (sn , tn ) = g(sn )e−αtn



(3)



where the achieved aggregation gain g(sn ) is discounted by the delay experienced in aggregation. To ensure there exists an optimal policy for the problem, we impose the following assumption on the reward at the stopping instant [18]. Assumption 2.2: (1) E[supn Yn (sn , tn )] < ∞; and (2) limn→∞ Yn (sn , tn ) = Y∞ = 0 with probability 1. This assumption is reasonable under almost all practical scenarios. Condition (1) implies that, for any possible initial state s ∈ S ′ , the expected reward under any policy is finite [18]. This is realistic as the number of samples expected to be collected within any finite time duration is finite. For any practically meaningful setting of the aggregation gain, its expected (delay) discounted value should be finite. In condition (2), Y∞ = 0 represents the reward of an endless aggregation operation. In practice, with the elapse of time (as n → ∞, tn → ∞), the reward should go to zero since aggregation with indefinite delay is useless. 2 Note



that the first actual available transmission epoch within a decision horizon is not necessary to be the instant that s = 1 (as shown in Fig. 1).



B. The Optimality Equations and Solutions Under Assumption 2.2, obtaining the optimal reward v∗ = ∗ [v (∆) v ∗ (1) ... ]T and corresponding optimal policy can be achieved by solving the following optimality equations v(s)



= =



max {g(s) + v(∆), E[v(j)e−ατ |s]} X 0 qsj (α)v(j)} max {g(s) + v(∆),



(4)



j≥s



∀s ∈ S ′ and3 v(∆) = v(∆) for s = ∆, where the first term in the maximization, i.e., g(s) + v(∆), is the reward obtained by stopping at state s, and the second term, E[v(j)e−ατ |s], represents the expected R ∞ reward if continuing to wait at state a s. In (4), qsj (α) , 0 e−ατ dQasj (τ ), a ∈ As , is the LaplaceStieltjes transform of Qasj (τ ) with α(> 0). And P the parameter 0 (α) < 1. it is straightforward to see that j≥s qsj Note that the solution of the above optimality equations is not unique. Following similar procedures to the proofs of Theorem 7.1.3, 7.2.2 and 7.2.3 in [16] by substituting the transition probability matrix Pd in the theorems with Laplacea Stieltjes transform matrix Md , [qij (α)], d(i) = a, i, j ∈ S, in our problem, we have Result 1: optimal reward v∗ ≥ 0 is the minimal solution of the optimality equations (4) and consequently, v ∗ (∆) = 0. Furthermore, by applying Theorem 3 (Chapter 3) in [18] on the SMDP model, we obtain Result 2: there exists an optimal stationary policy d∞ = {d, d, ...} where the optimal decision rule d is d(s) = arg max {ag(s) + (1 − a) a∈As



X



0 qsj (α)v ∗ (j)}



(5)



j≥s



∀s ∈ S ′ and d(∆) = 0. Although (5) gives a general optimal decision rule and the corresponding stationary policy, it relies on the evaluation of the optimal reward v∗ . In the given countable state space S ′ , we have not yet provided a way to solve or approximate the value of v∗ . To obtain an optimal (or near-optimal) policy, we will investigate two questions: 1) Is there any structured optimal policy which can be obtained without solving v∗ and is attractive in implementation? What are the conditions for the optimality of such a policy? And how much we lose in the value of reward by using such policies when the optimality conditions are not satisfied? 2) Without structured policies, can we approximate the value of v∗ with a truncated (finite) state space, and is there any efficient algorithm to obtain the solution for such finite-state approximation? The answers to the questions will be presented in the following two sections, respectively. III. C ONTROL - LIMIT P OLICIES In this section, we will discuss the structured solution of the optimal policy in (5). Such a solution is attractive for implementation in energy and/or computation capability limited sensor networks as it significantly reduces the search effort for the optimal policy in the state-action space once we know there 3 The equation states that the value of the absorbing state ∆ is a free variable in the optimality equations and thus mathematically, there are infinite number of solutions v(≥ 0) to satisfy the optimality equations.
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exists an optimal policy with certain special structure. We are especially interested in a control-limit type policy as its action is monotone in state s ∈ S ′ , i.e., π = d∞ = {d, d, ...} with the decision rule d  0, s < s∗ d(s) = , (6) 1, s ≥ s∗



where s∗ ∈ S ′ is a control limit. Thus, the search for the optimal policy is reduced to simply finding s∗ , i.e., a threshold on the number of samples that a node should aggregate before initiating a transmission. A. Sufficient Conditions for Optimal Control-Limit Policies



By observing that the state evolution of the node is nondecreasing with time, i.e., the number of samples collected during one aggregation operation is nondecreasing, we provide in Theorem 3.1 a sufficient condition for the existence of an optimal control-limit policy under Assumption 2.2, which is primarily based on showing the optimality of one-stagelookahead (1-sla) decision rule (or stopping rule [18]). Theorem 3.1: Under Assumption 2.2, if the following inequality (7) holds for all i ≥ s, i, s ∈ S ′ once it holds for certain s, X 0 g(s) ≥ qsj (α)g(j), (7) j≥s



then a control-limit policy with the control limit s∗ = min {s ≥ 1 : g(s) ≥



X



0 qsj (α)g(j)}



(8)



j≥s



is optimal and the expected reward is v˜(s) =



 P



j≥1



Hsj (α)g(j + s∗ − 1),



g(s),



s < s∗ , s ≥ s∗



(9)



where H(α) , [Hsj (α)] = (I − A)−1 B with A , [Aij ] ∈ ∗ ∗ R(s −1)×(s −1) Aij =







and B , [Bij ] ∈ R(s



0 qij (α),



1≤i≤j


0, ∗



∗



(10)



−1)×∞



0 Bij = qij (α),



1 ≤ i < s∗ , j ≥ s∗ .



number of samples or more (e.g., ≥ m samples), than that with a larger number of samples already collected (e.g., state i + 1), by the next decision epoch; then the condition for the existence of an optimal control-limit policy in Theorem 3.1 almost always holds. We formally state the above conditions in the following Corollary. Corollary 3.2: Under Assumption 2.2, suppose g(i + 1) − g(i) ≥ 0 is non-increasing with state i for all i ∈ S ′ and if the following inequality (12) holds for all states i ≥ s, i, s ∈ S ′ once (7) is satisfied at certain s, X X Q0ij (τ ) ≥ Q0i+1,j+1 (τ ), ∀k ≥ i, ∀τ ≥ 0. (12) j≥k



j≥k



Then, there exists an optimal control-limit policy. As a special case of Corollary 3.2, if the dependency of Q0ij (τ ) on the current state i can be further relaxed, i.e., the (random) length of the interval between consecutive transmission epochs and the (random) number of samples arrived within this interval are independent of the number of samples already collected by the node, (12) is satisfied as Q0ij (τ ) = Q0i+1,j+1 (τ ) , Q0j−i (τ ), ∀j ≥ i, i ∈ S ′ , ∀τ ≥ 0. Thus, there exists an optimal control-limit policy. Furthermore, for a linear aggregation gain g(s) = s − 1, R∞ P P −ατ 0 dQ0sj (τ ) j≥s 0 (j − 1)e j≥s qsj (α)g(j) = −αδW = E[Xe ] + (s − 1)E[e−αδW ], where δW is the random interval of consecutive available transmission epochs and X is the increment of the natural process (i.e., the number of arrived samples) in the interval. From (8), a closed-form expression for the optimal control limit s∗ can be obtained as   E[Xe−αδW ] s∗ = + 1 . (13) 1 − E[e−αδW ] Eqn. (13) is practically attractive since the optimal threshold number of the samples that a node should aggregate can be obtained by directly measuring the expected “incremental reward” E[Xe−αδW ] and the expected “delayed-induced discount factor” E[e−αδW ] during the aggregation operation.



(11)



Proof: See Appendix A. In Theorem 3.1, the optimality of 1-sla decision rule tells us that, at a transmission epoch, if the node thinks that the currently obtained aggregation gain, discounted by the delay, is larger than the expected discounted aggregation gain at the next transmission epoch, it should stop the aggregation operation and send the aggregated sample at current transmission epoch. However, this sufficient condition for the optimality of the control-limit policy in Theorem 3.1 requires to check (7) for all states, which is rather difficult computationally. We would thus like to know if there exists any other condition which is more convenient for us to check for the optimality of 1-sla decision rule in practice, even if it is sufficient most but not all of the time. For this purpose, we show that if 1) the aggregation gain is concavely or linearly increasing with the number of collected samples; and, 2) with a smaller number of collected samples at the node (e.g., state i), it is more likely to receive any specific



B. An Upper-Bound on Reward Loss with the Control-limit Policy in Theorem 3.1 When the conditions in Theorem 3.1 or Corollary 3.2 are not satisfied, the control-limit policy with the control-limit in (8) is not necessary to be optimal. In this case, a natural question is how much we lose in the value of reward by using the controllimit policy with the control-limit in (8). To characterize such loss, we impose the following assumption. P 0 Assumption 3.3: (1) ∃β ∈ (0, 1), such that j≥s qsj (α) ≤ P ′ 0 β, ∀s ∈ S ; (2) ∃L > 0, such that j≥s qsj (α)g(j) ≤ g(s) + L, ∀s ∈ S ′ . In this assumption, condition (1) implies that the (random) time for the state transition between two consecutive decision epochs is not identically zero, which ensures that only a finite number of state transitions in a finite period of time. This is realistic since a node always needs nonzero time to receive/process samples. For example, if there is a fixed “response” time period δWf > 0 for the node to make
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a decision or process the received sample(s), we can set β = e−αδWf < 1. Condition (2) implies that the expected increase of aggregation gain at any state s ∈ S ′ by waiting one more decision stage is bounded. Such constraint on g(s) is not restrictive in practice, which can be illustrated from the following examples. Example 3.4: When a lossless compression scheme based on the temporal-spatial correlation between samples is used, the aggregation gain is generallyPbounded, i.e., ∃M > 0 (α)g(j) ≤ βM . 0, g(s) ≤ M < ∞, ∀s ∈ S ′ . Thus j≥s qsj Let L = βM , condition (2) in Assumption 3.3 is satisfied. Example 3.5: When the type of aggregation is maximum/minimum, average or count, the model of a (unbounded) linear gain g(s) = s − 1 might be used. When the optimality condition for (13) is satisfied and if the expected number of samples arrived between two consecutive decision epochs (i.e., X) is finite, we may set L = E[Xe−αδW ] and for any s ∈ S ′ X X X 0 0 0 qsj (α) qsj (α)(j − s) + (s − 1) qsj (α)g(j) = j≥s



j≥s



j≥s



−αδW



≤ E[Xe



] + β(s − 1) ≤ L + g(s).



We first state the following lemma which bounds the difference between the optimal reward v ∗ (s) and the aggregation gain g(s) for any s ∈ S ′ . Lemma 3.6: Under Assumptions 2.2 and 3.3, v ∗ (s) − g(s) ≤



L , ∀s ∈ S ′ . 1−β



(14)



With Lemma 3.6, we can bound the reward loss of using the control-limit policy in Theorem 3.1 as follows. Theorem 3.7: Under Assumptions 2.2 and 3.3, for the control-limit policy with the control limit s∗ = min {s ≥ 1 : g(s) ≥



X



0 qsj (α)g(j)},



j≥s



the loss between the achievable reward v˜(s) and the optimal reward v ∗ (s) for any s ∈ S ′ is bounded by ∗



v (s) − v˜(s) ≤



( P



j≥1 L , 1−β



L , Hsj (α) 1−β



s < s∗ . s ≥ s∗



(15)



Eqn. (15) shows that the performance gap between the optimal policy and the control-limit policy proposed in Theorem 3.1 would not be arbitrarily large, even for an unbounded aggregation gain setting, as long as Assumption 3.3 is satisfied. As we have shown that Assumption 3.3 is not a restrictive assumption, Theorem 3.7 implies that the control-limit policy would be useful as a low-complexity alternative to the optimal policy in practice. In Section V-B we will show that the control-limit policy can achieve a near-optimal performance in a practical distributed data aggregation scenario. Since the control-limit policy developed in Theorem 3.1 is based on the 1-sla decision rule [18], we can also find an upper-bound for the reward loss of using the policy with the 1-sla decision rule, which is stated in the following corollary. Corollary 3.8: Under Assumptions 2.2 and 3.3, for the policy with the 1-sla decision rule d given by d(s) = arg max {ag(s) + (1 − a) a∈{0,1}



X



j≥s



0 qsj (α)g(j)},



for s ∈ S ′ and d(∆) = 0. The loss between the achievable reward vˆ(s) and the optimal reward v ∗ (s) for any s ∈ S ′ is bounded by v ∗ (s) − vˆ(s) ≤



βL . 1−β



(16)



C. Comparison to Aggregation Policies in the Literature From (8) and (13), we can see some similarities and differences between the control-limit policies and the previously proposed fixed degree of aggregation (FIX) and on-demand (OD) schemes [10]. In the FIX scheme, its target is to aggregate a fixed number of samples and, once the number is achieved, the aggregated sample will be sent to the transmission queue at the MAC layer. To avoid waiting an indefinite amount of time before being sent, a time-out value is also set to ensure that aggregation is performed, regardless of the number of samples, within some time threshold. The target of (13) is also to collect at least s∗ samples, but this threshold value is based on the estimation of statistical characteristics of the sample arrival and the channel availability, rather than a preset fixed value; also, different nodes might follow different values of s∗ . In OD (or opportunistic) aggregation scheme, an aggregation operation continues as long as the MAC layer is busy. Once the transmission queue in the MAC layer is empty, the aggregation operation is terminated and the aggregated sample is sent to the queue. The objective of the OD scheme is to minimize the delay in the MAC layer. Now let the delay discount factor α → ∞ in (13) to emphasize the impact of delay, or let the aggregation gain g(s) be a positive constant in (8) to remove the energy concern, then the optimal controllimit in either (8) or (13) is reduced to a special (extreme) case such that s∗ = 1. This implies that as long as one or more samples have been collected, they should be aggregated and sent out at the current decision epoch (i.e. the instant that the channel is free and transmission queue is empty). In this extreme case, the control-limit policy with s∗ = 1 is similar to the OD scheme. Therefore, the OD scheme can be viewed as a special case of the more general control-limit policies derived in this section. IV. F INITE -S TATE A PPROXIMATIONS FOR THE SMDP M ODEL In case that the optimal policies with special structures, e.g., monotone structure, do not exist, we can look for approximate solutions of (4)-(5). Although we do not impose any restriction on the number of states and decision epochs in the original SMDP model, the number of collected samples during one aggregation operation is always finite under a finite delay tolerance in practice. Therefore, it is reasonable as well as practically useful to consider the reward and policy based on a finite-state approximation of the problem. In this section, we first introduce a finite-state approximation for the SMDP model. We verify its convergence to the original countable state-space model, and then bound its performance in terms of the reward loss between the actual achievable reward with this approximation model and the optimal reward for any given initial state s ∈ S ′ . For practical implementation, we
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finally provide two on-line algorithms to solve the finite-state approximation and obtain the near-optimal policies. A. A Finite-State Approximation Model ′ Considering the truncated state space SN = SN ∪ ′ {∆}, SN = {1, 2, ..., N } and setting vN (s) = 0, ∀s > N , the optimality equations become vN (s) = max {g(s) + vN (∆),



X



0 qsj (α)vN (j)}



(17)



j≥s



′ for s ∈ SN and vN (∆) = vN (∆). Let v∗N ≥ 0 denote the minimal solution of the optimality equation (17). Consequently ∗ vN (∆) = 0. The policy based on this finite-state approximation is given by π = d∞ = {d, d, ...}, where the decision rule d is



d(s) = arg max {ag(s) + (1 − a) a∈{0,1}



X



0 ∗ qsj (α)vN (j)}



(18)



j≥s



for s ≤ N , d(s) = 1 for s > N and d(∆) = 0. If we treat ∗ vN (s) as the approximation of the optimal reward v ∗ (s), the above decision rule can be seen as a greedy rule by selecting for each state the action that maximizes the state’s reward [24]. The achievable reward at any state s ∈ S ′ by using this decision rule is denoted as v˜N (s) which satisfies  P 0 vN (j), d(s) = 0 j≥s qsj (α)˜ v˜N (s) = . (19) g(s), d(s) = 1



∗ We note that vN (s) and v˜N (s) might be different in values since the former one is calculated from the finite-state approximation model and the later one is the actual achievable reward by using the greedy decision policy based on v∗N . Therefore, from now on, we differentiate these two values by calling the former one as the calculated value and the later one as the actual value in the finite-state approximation model. Before going to the algorithm design for this finite-state approximation mode, we first verify the (point-wise) conver∗ gence of vN (s) and v˜N (s) to the optimal value v ∗ (s) for any ′ s ∈ S , as the degree of finite-state approximation N → ∞. ∗ (s) monotonically increases with N , ∀s ∈ Lemma 4.1: vN ′ S. ∗ Lemma 4.2: vN (s) ≤ v ∗ (s), ∀s ∈ S ′ and ∀N > 0. ∗ Lemma 4.3: v˜N (s) ≥ vN (s), ∀s ∈ S ′ and ∀N > 0. ∗ Theorem 4.4: limN →∞ vN (s) = limN →∞ v˜N (s) = v ∗ (s), ∀s ∈ S ′ . Proof: See Appendix B. Recall that an aggregation operation always starts from s = 1, i.e., at least one sample is available at the node. Thus, if a sufficiently large value of N is chosen in the finite-state approximation model, the actual expected reward v˜N (1) of one aggregation operation will be very close to v ∗ (1), according to Theorem 4.4. 0 (α), ∀s, j ∈ In the finite-state approximation model, if qsj ′ SN , or equivalently, the distributions of sojourn time for all state transitions under action a = 0 are known a priori, backward induction or linear programming (LP) can be used to solve (17). The LP formulation is given by P min ′ c(s)vN (s) s∈SN ′ s.t. vN (s) ≥ P g(s), s ∈ SN , 0 ′ s ∈ SN vN (s) ≥ N ≥j≥s qsj (α)vN (j),



where c(s), PN s = 1, ..., N are arbitrary positive scalars which satisfy s=1 c(s) = 1. On the other hand, the knowledge on the model is helpful to characterize the loss of reward between the actual value v˜N (s) and the optimal v ∗ (s). The following theorem gives an upper-bound on such reward loss. Theorem 4.5: Under Assumptions 2.2 and 3.3, for an N state approximation with N ≥ 1, v ∗ (s) − v˜N (s) ≤



 PN



i=1 L , 1−β



[(I − Q(N ) )−1 ]si ψ(i), (N )



s≤N s>N



(20)



(N )



0 for s ∈ S ′ , where Q(N ) , [Qij ] with Qij = qij (α) for 1 ≤ i ≤ j ≤ N and zero otherwise, and for 1 ≤ i ≤ N ,



i h  P 0 L   j>N qij (α) 1−β + g(j) P 0 ∗ ψ(i) , + N vN (j) − vN (j)], j=i qij (α)[˜  P  0 L q (α) , ij j>N 1−β



d(i) = 1 d(i) = 0



(21)



P P 0 0 In (21), j>N qij (α)g(j) might be estij>N qij (α) and mated from actual node state transitions in aggregation operations (e.g., in Table I), orP be bounded a priori P see the algorithm 0 0 (α)g(j), (α) and g(i) + L − i≤j≤N qij by β − i≤j≤N qij respectively, according to Assumption 3.3, where the values of β and L depend on the specific aggregation scenario (see the examples in Section III-B); the reward difference ∗ v˜N (j) − vN (j), j ≤ N can also be estimated from actual aggregation operations or be analytically determined (see the proof of Lemma 4.3 in Appendix H in [8] for details). Similarly, the following corollary characterizes the loss of ∗ reward on the calculated value vN (s), compared to the optimal ∗ one v (s). Corollary 4.6: Under Assumptions 2.2 and 3.3, for an N state approximation with N ≥ 1, ∗ v ∗ (s) − vN (s) ≤



N X



[(I − Q(N ) )−1 ]si φ(i), s ≤ N



(22)



i=1



h i P L 0 for s ∈ S ′ , where φ(i) , j>N qij (α) 1−β + g(j) , 1 ≤ i ≤ N. In practice, the Laplace-Stieltjes transform of the state 0 ′ transition distributions, qsj (α), ∀s, j ∈ SN are generally unknown. Hence we should either obtain the estimated values of 0 qsj (α) from actual aggregation operations or use an alternate “model-free” method, i.e., learning a good policy without the knowledge on the state transition probabilistic model. In the following, we provide two kinds of learning algorithms for solving the finite-state approximation model. B. Algorithm I: Adaptive Real-time Dynamic Programming Adaptive real-time dynamic programming (ARTDP) (see [25], [26]) is essentially a kind of asynchronous value iteration scheme. Unlike the ordinary value iteration operation 0 which needs the exact model of the system (e.g. qij (α) in our problem), ARTDP merges the model building procedure into value iteration and thus is very suitable for on-line implementation. The ARTDP algorithm for the finite-state approximation model is summarized in Table I. In line 6 of the algorithm, a value update proceeds based on current estimated system model; then a randomized action selection (i.e., exploration) is carried out (lines 7-9); the selected action
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is then performed and the estimation of the system model (i.e., 0 qij (α)) might be updated (lines 12-16). 0 A key step in ARTDP is to estimate the value of qij (α) for ′ all i, j ∈ SN . The integration in Laplace-Stieltjes transform can be approximated by the summation of its discrete format with time step δt. By defining η(i, j, l) as the number of transitions from state i to j with sojourn time δWl ∈ [lδt, (l + 1)δt), l = 0, 1, ..., and η(i) as the total number of transitions from state i, we have 0 qˆij (α)



≈



∞ X l=0



η(i, j, l) −αδWl e . η(i)



(23)



P∞ 0 (α) Let ω(i, j) , l=0 η(i, j, l)e−αδWl , the estimation of qˆij can be improved by updating ω(i, j) and η(i) at each state transition as P shown in lines 12-16 I. Similarly, we P of Table 0 0 can estimate j>N qij (α) and j>N qij (α)g(j) on-line for calculating the performance bound in Theorem 4.5, which is shown in lines 17-18 and 23-244 . In ARTDP, the rating of actions and exploration procedure (lines 7-9) follow the description in [26]. The calculation of the probability Pr (a) for choosing action a ∈ {0, 1} uses the wellknown Boltzmann distribution (line 9), where T is typically called the computational temperature which is initialized to a relative high value and decreases properly over time. The purpose of introducing randomness in action selection, instead of choosing the optimal one based on current estimation, is to avoid the overestimation of values at some states in an inaccurate model during initial iterations. When the calculated value converges to v∗N , the corresponding decision rule is X 0 ∗ d∗N (s) = arg max {ag(s) + (1 − a) qˆsj (α)vN (j)} (24) a∈{0,1}



N ≥j≥s



′ for s ∈ SN and for those s > N , we set d∗N (s) = 1.



C. Algorithm II: Real-time Q-learning Real-time Q-learning (RTQ) [25] provides another way for on-line calculation of the optimal reward value and policy under N -state approximation. Unlike ARTDP, RTQ does not 0 (α) and even does not take any require the estimation of qij advantage of the semi-Markov model. It is a model-free learning scheme and relies on stochastic approximation for asymptotic convergence to the desired Q-function. It has a lower computation cost in each iteration than ARTDP but convergence is typically rather slow. In our case, the optimal N Q-function is defined as QN ∗ (s, 1) = g(s), Q∗ (s, 0) = P ′ N ∗ 0 j≥s qsj (α)vN (j), ∀s ∈ SN , Q∗ (s, a) = 0, ∀s > N, a ∈ {0, 1} and QN ∗ (∆, 0) = 0. it is straightforward to see that ∗ ′ vN (s) = maxa∈{0,1} [QN ∗ (s, a)], s ∈ S . Therefore, optimiz′ ing Q-learning rule is given in line 10 and 12 for s ∈ SN and Qk+1 (s, 0) = Qk (s, 0) = 0 for s > N , where j is the next state in actual state transition. Table II gives the detailed RTQ algorithm. In RTQ, the exploration procedure (lines 7-8) is the same as the one used in ARTDP. αk is defined as the learning rate at iteration k, which is generally state and action dependent. To ensure the convergence of 4 The lines are in comments as the estimation is optional, not mandatory in the algorithm.



TABLE I A DAPTIVE R EAL - TIME DYNAMIC P ROGRAMMING (ARTDP) A LGORITHM . 1 2 3 4 5 6 7 8



Set k = 0 0 (α) for all i, j ∈ S ′ Initialize counts ω(i, j), η(i) and qˆij N Repeat { ′ Randomly choose sk ∈ SN ; While (sk 6= ∆) { P Update vk+1 (sk ) = max {g(sk ), N ≥j≥sk qˆs0 j (α)vk (j)}; k P 0 Rate rsk (0) = N ≥j≥sk qˆs j (α)vk (j) and rsk (1) = g(sk ); k Randomly choose action a ∈ {0, 1} according to probability (a)/T r e sk (1)/T (0)/T r +e sk
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Pr (a) =



10 11 12 13 14 15 16 17 18 19 20 21 22 23



if a = 1, = ∆; else observe actual state transition (sk+1 , δWk+1 ) η(sk ) = η(sk ) + 1; if sk+1 ≤ N , Update ω(sk , sk+1 ) = ω(sk , sk+1 ) + e−αδWk+1 ; ω(s ,j) Re-normalize qˆs0k j (α) = η(sk ) , ∀N ≥ j ≥ sk ; k else % Update x(sk ) = x(sk ) + e−αδWk+1 , % Update z(sk ) = z(sk ) + g(sk+1 )e−αδWk+1 , a = 1, sk+1 = ∆; k = k + 1.}



24



r



e sk sk+1



;



} P 0 (α) = x(s) , ∀s ≤ N % j>N qˆsj η(s) P 0 (α)g(j) = z(s) , ∀s ≤ N % j>N qˆsj η(s) TABLE II R EAL - TIME Q- LEARNING (RTQ) A LGORITHM



1 2 3 4 5 6 7



Set k = 0 ′ , a ∈ {0, 1} Initialize Q-value Qk (s, a) for each s ∈ SN and set Qk (s, a) = 0, ∀s > N, a ∈ {0, 1} Repeat { ′ ; Randomly choose sk ∈ SN While (sk 6= ∆) { Rate rsk (0) = Qk (sk , 0) and rsk (1) = Qk (sk , 1); Randomly choose action a ∈ {0, 1} according to probability Pr (a) =



9 10 11 12



if



13 14 15



r



(a)/T



e sk (1)/T ; (0)/T r r +e sk e sk a = 1, sk+1 = ∆, Update Qk+1 (sk , 1) = (1 − αk )Qk (sk , 1)
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+ αk g(sk ); else observe actual state transition (sk+1 , δWk+1 ), Update Qk+1 (sk , 0) = (1 − αk )Qk (sk , 0) +αk [e−αδWk+1 maxb∈{0,1} Qk (sk+1 , b)] if sk+1 > N , a = 1, sk+1 = ∆; k = k + 1. } }



RTQ, Tsitsiklis has shown that αk should satisfy (1) P P∞in [27] ∞ 2 ′ α = ∞ and (2) α < ∞ for all states s ∈ SN k=1 k k=1 k and actions a ∈ {0, 1}. An example of the choice of αk can be found in [26]. As αk → 0 with k → ∞, we can see ′ that Qk (sk , 1) → g(sk ), sk ∈ SN . When Qk (sk , a) converges N to the optimal value Q∗ (s, a) for all states and actions, the corresponding decision rule is given by d∗N (s) = arg max {QN ∗ (s, a)} a∈{0,1}



(25)



′ for s ∈ SN and for those s > N , we set d∗N (s) = 1.



D. How Practical are the Learning Algorithms The implementation of the above learning algorithms in practical sensor nodes is also an important concern. A similar concern on the implementation of learning algorithms for micro-robots has been investigated in artificial intelligence
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society. For example, in [28], an optimized Q-learning algorithm has been implemented in a micro-robot with stringent processing and memory constraints, where the microprocessor works at a 4MHz clock frequency with a 14K-byte flash program memory and a 368-byte data memory. The authors show that an integer-based implementation of the Q-learning algorithm occupies about 3.5K bytes program memory and 48 bytes data memory where the state-action space (i.e., the table size of Q-values) in their example is 15 × 3 = 45. Considering that the current sensor nodes are becoming more and more powerful in processing and storage, e.g., a Crossbow mote has a 128K-byte flash program memory, a 4 ∼ 8K-byte RAM and 512K-byte flash data logger memory and its microprocessor works at a 16MHz clock frequency [9], a learning algorithm is practically implementable on current sensor nodes. In our case, if the degree of the finite-state approximation is N and a similar integer-based implementation as that in [28] is used, ARTDP needs about 3N bytes and RTQ needs 2N bytes data memory in one decision stage. The total storage 0 space required for ARTDP (for storing ω(i, j), η(i), qˆij (α) and v(i), i ≤ j ≤ N ) is N 2 + 2N bytes and 2N bytes for RTQ (for storing Q(i, ·)). In practice, as the number of samples in one aggregation operation is usually small, a small value of N is sufficient for the finite-state approximation. For example, if N is set to be 20, ARTDP takes about 1.5% data memory (if a 4K-byte RAM is used) and 0.08% total storage space, and RTQ takes about 1.0% data memory and 0.0078% total storage space. V. P ERFORMANCE E VALUATION A. Comparison of Schemes under a Tunable Traffic Model We have considered three schemes of policy design for the decision problem in distributed data aggregation: (1) controllimit policy, including Theorem 3.1, which we call the CNTRL scheme, and its special case in (13) for a linear aggregation gain, which we call the EXPL scheme; (2) Adaptive Realtime Dynamic Programming (ARTDP); and (3) Real-time Qlearning (RTQ). Recall that CNTRL and EXPL are based on the assumption that there exists certain structure of the statistics of state transitions as specified in Theorem 3.1 and Corollary 3.2, respectively; while ARTDP and RTQ are for general cases of the problem. Except for the EXPL scheme, the computation of all the other schemes require a finite-state approximation of the original problem. We now perform a comparison of all the schemes using a tunable traffic model. The purpose of such comparison is not to exactly rank the schemes, but to qualitatively understand the effects of different traffic patterns and degrees of finite-state approximation on the performance of these schemes. 1) Traffic Model: We use a conditional exponential model for random inter-arrival time of decision epochs. That is, given the state s ∈ S ′ at current decision epoch, the mean value of inter-arrival time to the next decision epoch is modelled as δW s = δW0 e−θ(s−1) + δWmin , where δW0 + δWmin represents the mean value of inter-arrival time for s = 1, δWmin > 0 is a constant to avoid the possibility of an infinite number of decision epochs within finite time (e.g. see [16]) and θ ≥ 0 is a constant to control the degree of statedependency. It follows that the random time interval to the next



decision epoch obeys an exponential distribution with a rate5 µ = 1/δW s . For the natural process, given the state s ∈ S ′ at the current decision epoch and the time interval to the next decision epoch, the number of arrived samples is assumed to be a Poisson process with a rate λs = λ0 e−ρ(s−1) , where λ0 is a constant which represents the rate of sample arrival at state s = 1 and ρ ≥ 0 is a constant to control the degree of statedependency of the natural process. By adjusting parameters θ and ρ, we can control the degree of state-dependency of this SMDP model. 2) Comparison of Schemes: For the performance of finitestate approximations, we include an off-line LP solution as 0 a reference, which uses the estimated qˆij (α) (as described in ARTDP algorithm). With a proper randomized action selection 0 and a large number of iterations in ARTDP, qˆij (α) provides 0 a good approximation of qij (α). Thus the solution of LP is expected to be close to v∗N obtained from (20). As each decision horizon begins at state s = 1, we will focus on evaluating the value of the reward with this initial state. In the following, we set δW0 = 0.13 sec, δWmin = 0.013 sec, λ0 = 38.5 sample/sec, delay discount factor α = 3 and a linear aggregation gain function g(s) = s − 1 for all schemes. We note that, if there is no state-dependency (i.e., θ = ρ = 0) or a very low state-dependency (i.e., θ, ρ are small) in the given traffic model, the control limit in (13) can be seen as optimal. Under current model parameter setting, we have     λ0 E[δW e−αδW ] λ0 µ ∗ s = +1 = + 1 = 10, 1 − E[e−αδW ] α(α + µ) where µ = 1/δW s = 1/(δW0 + δWmin ). Figure 2 shows the effect of state-dependency of the traffic on the performance of the schemes. The degree of finitestate approximation N is set to be 40. In the upper plot, θ = 0.001, ρ = 0.001, represents the scenario of a low degree of state-dependency in the SMDP model. In this case, the value of the reward in the EXPL scheme is approximated to be v ∗ (1). The values for s = 1 in LP and all schemes with N -state approximation are very close to that in EXPL, which demonstrates (1) the negligible truncation effect on state space for state s = 1 with N = 40; (2) the correct convergence of learning algorithms. The policies obtained from all schemes are control-limit type with the same control limit s∗ = 10, i.e., the optimal one. In the bottom plot, θ = 1 and ρ = 1 represents the scenario of a high degree of state-dependency in the SMDP model. As the assumption for the optimality of EXPL does not hold in this case, it converges to a lower value of reward than the other schemes. The policies obtained from ARTDP, RTQ, CNTRL and LP are control-limit type with s∗ = 3 while EXPL gives a control limit at 4. From Lemma 4.3 and Theorem 4.4, we already know that, when the truncation effect of the state space at state s is nonnegligible, i.e., N is not large enough for state s, the calculated ∗ value vN (s) is different from the actual value v˜N (s), and ∗ when N is sufficiently large with respect to s, both vN (s) ∗ and v˜N (s) converge to the optimal value v (s). Here we experimentally show such impact of finite-state approximation 5 The distribution is set to be unchanged even if there are state transitions during the interval.
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Fig. 2. Convergence of the values of the reward for initial state s = 1 in EXPL, CNTRL, ARTDP and RTQ under different traffic patterns: θ = 0.001, ρ = 0.001, i.e., a low degree of state-dependency (upper) and θ = 1, ρ = 1, i.e., a high degree of state-dependency (bottom); delay discount factor α = 3; finite-state approximation N = 40. The different degrees of the state-dependency affect the optimality of the EXPL scheme. Average Reward
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Fig. 4. The comparison of the reward loss bounds for s = 1 (in Theorem 4.5 and Corollary 4.6) and the simulated reward losses v ∗ (1) − v˜N (1) and ∗ (1), under different N and discount factor α (= 3 and 8, v ∗ (1) − vN respectively); traffic pattern θ = ρ = 0. The bounds provide a way in setting the least degree of finite-state approximation (i.e., N ) to satisfy a certain performance guarantee.
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Fig. 3. Convergence of the values of the reward for initial state s = 1 in EXPL, CNTRL, ARTDP and RTQ under different degrees of finite-state approximation: N = 10 (upper) and N = 20 (bottom); delay discount factor α = 3; traffic pattern θ = 0.001, ρ = 0.001, i.e., a low degree of statedependency. A larger reward value loss occurs on the schemes when a larger degree of state-space truncation (i.e., a smaller N ) is used.



on the performance of the schemes in Fig. 3 and Table III. We consider θ = 0.001, ρ = 0.001 in which the EXPL scheme provides a value of 4.48 (initial state s = 1) and a (optimal) control-limit policy at s∗ = 10. In the upper plot, N = 10, the actual values of the reward with initial state s = 1 in ARTDP, RTQ and CNTRL converge to values (≈ 3.78 ∼ 3.80) lower than that in EXPL but significantly higher than the calculated values in LP and learning algorithms (LP: 2.26, ARTDP: 2.26 and RTQ: 2.25). This is because the calculated ∗ values are based on (17) in which vN (s) = 0, s > N . When the probability of transition from s = 1 to a state beyond N is non-negligible in actual aggregation operations, the calculated values underestimate the actual reward. On the other hand, the policies obtained from ARTDP, RTQ and CNTRL are exactly the same as the one in LP, i.e., s∗ = 4, which is far from the optimal control-limit s∗ = 10. When N = 20, we see that the actual performance gap between finite-state approximations and EXPL becomes smaller even though the calculated values (LP: 3.94, ARTDP: 3.94 and RTQ: 3.93) still give a conservative estimation of the reward at s = 1. The policies given by finite-state approximations are improved to



have a control limit s∗ = 8. Further improvement at N = 40 for finite-state approximation has been shown in Table III and Fig. 2, in which the control-limits in all schemes have converged to the optimal one. On the other hand, comparing the two learning algorithms, we find that for all cases, both schemes converge to similar values in reward and identical policies, but ARTDP shows a faster convergence speed than RTQ. This demonstrates the benefit of using the SMDP model in ARTDP. The slow convergence partially counteracts the computational benefit of RTQ. 3) Evaluation of the Reward Loss Bounds in Theorem 4.5 and Corollary 4.6: By setting θ = ρ = 0 in the given traffic model, we can numerically evaluate the reward loss bounds in Theorem 4.5 and Corollary 4.6 for the finite-state approximation model. With some manipulation, it is not hard to show that, for any s ≤ N   j−s µ λ0 0 qsj (α) = α+µ+λ , j ≥ s, α+µ+λ0  N +1−s 0 P µ λ0 0 , j>N qsj (α) = α+µ α+µ+λ0     N +1−s  P µ λ0 λ0 0 q (α)g(j) = N + j>N sj α+µ α+µ+λ0 α+µ .



∗ With (4), (17) and (19), we can numerically solve v ∗ (s), vN (s) and v˜N (s) for any s ≤ N . Furthermore, by setting β = E[e−αδW ] = µ/(α + µ) and L = E[Xe−αδW ] = λ0 µ/[α(α + µ)], we numerically evaluate the reward loss bounds in Theorem 4.5 and Corollary 4.6. Figure 4 illustrates the simulated ∗ reward losses v ∗ (1) − v˜N (1), v ∗ (1) − vN (1) and the bounds, under different degrees of finite-state approximation and different delay discount factors. From Fig. 4, we find that, by calculating the bounds, we can guarantee the performance of the finite-state approximation by adjusting N , without knowing the optimal value of the original infinite-state model in (4). For example, by setting N > 25 in the case that α = 8, we can ensure that the reward loss of the finitestate approximation is no worse than 0.1. On the other hand,
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TABLE III VALUES AND P OLICIES IN THE S CHEMES WITH F INITE - STATE A PPROXIMATION (α = 3, θ = 0.001, ρ = 0.001)



N 10 20 40



Calculated Value (s = 1) LP ARTDP RTQ 2.26 2.26 2.25 3.94 3.94 3.93 4.47 4.47 4.46



Actual ARTDP 3.80 4.36 4.47



Value (s = 1) RTQ CNTRL 3.77 3.77 4.34 4.41 4.46 4.48



although the reward loss bounds are rather conservative under this traffic setting, we note that the traffic model under the evaluation is unfavorable to the bounds since the optimal policy is the control-limit type. In such case, v ∗ (s) − g(s) = 0 for any state s which is larger than the optimal control-limit while the bounds have no knowledge on this optimal policy structure and still use the general result in Lemma 3.6 for any s larger than N and the optimal control-limit. We emphasize that the bounds in Theorem 4.5 and Corollary 4.6 provide a general characterization on the performance of the finite-state approximation, though it would be possible to develop tighter bounds on the reward loss with some a priori knowledge or conjecture on the optimal value and/or the structure of the optimal policy. B. Evaluation in Distributed Data Aggregation We provide further simulation to evaluate of the proposed schemes as well as the existing schemes in the literature (i.e. the OD and FIX schemes) in a distributed data aggregation scenario in which each sensor in the network is expected to track the time-varying maximum value of an underlying dynamic phenomenon in the sensing field that the network resides in. The phenomenon model, the nodal communications procedures and all aggregation schemes are implemented in MATLAB. In our simulator, each sensor node is an entity where all nodal communications procedures and aggregation algorithms run. The dynamic phenomenon in the sensing field is modelled as a spatial-temporal correlated discrete Gauss-Markov process Y(t) = C + X(t), where C is a constant vector and X(t) is a first-order Markov process with the spatial distribution to be Gaussian. As we are only concerned with the values of the phenomenon sampled at the sensor nodes, Y(t), C and X(t) are in Rl , where l is the number of sensor nodes in the network. In the simulation, C = 1 and X(t) is zero-mean with variance 0.1 and intensity of correlation6 0.001. There are 25 sensor nodes randomly deployed in a twodimensional sensing field of size 30m × 40m. Each node is equipped with an omnidirectional antenna and the transmission range is 10m. The data rate for inter-node communication is set as 38.4 kbps and the energy model of individual nodes is: 686 nJ/bit (27 mW) for radio transmission, 480 nJ/bit (18.9 mW) for reception, 549 nJ/bit (21.6 mW) for processing and 343 nJ/bit (13.5 mW) for sensing, which are estimated from the specifications of the Crossbow mote MICA2 [9]. Nodes sample the field to obtain the local values of the phenomenon, according to a given sampling rate. The size of a (original) 6 The



spatial correlation of two samples separated by distance dij is exp [−κdij ], where κ is defined as the intensity of correlation [29].



LP 4 8 10



Control limit s∗ ARTDP/RTQ/CNTRL 4 8 10



sample is 16 bits, including the information of the sample value and the instant of sampling. In this data aggregation simulation, when a node receives samples from its neighbors, only the samples from the same sampling instant are aggregated (i.e. selecting the one with the maximum value as the aggregated sample). Also, the repeated samples7 are dropped. Transmissions are broadcast, under the control of a random access MAC model which is assumed ideal in avoiding collisions. A transmitted packet concatenates the samples which are from different sampling instants and needed for transmission at the transmission epoch. The packets transmitted at different transmission epochs thus might be in variable-size. Since all packets are broadcasted, no packet header is considered in the simulation. The delay discount factor is set as α = 8 and the degree of finite-state approximation is set as N = 10. The linear function g(s) = s − 1 is used as the nominal aggregation gain since the energy saving in this data aggregation procedure is approximately proportional to the number of samples aggregated. For the FIX scheme, we consider three different DOAs, i.e., DOA= 3, 5, 7, which is based on the observation that the DOA on different nodes varies from 2 to 7 in simulating the proposed schemes. Figure 5 shows the average reward (initial state s = 1) obtained by each scheme during aggregation operations, where the average is over all aggregation operations at all nodes after the scheme reaches its steady state. RTQ and ARTDP achieve the best performance among all schemes as they do not rely on any special structure of state transition distributions. CNTRL also shows a higher reward than EXPL as it relies on a weaker assumption (in Theorem 3.1). All the proposed schemes in this paper have shown a significant gain in reward over OD and FIX schemes with DOA= 3, 7. One exception is the FIX with DOA= 5, which achieves a higher reward than EXPL when the sampling rate is higher than 7 Hz and a comparable reward value to CNTRL when the sampling rate is above 13 Hz. However, the performance of FIX is very sensitive to the setting of DOA, which can be seen from the significant performance difference of FIX with DOA= 3, 5, 7. Furthermore, the proper setting of DOA in FIX relies on the a priori knowledge of the range of DOA in actual aggregation operations (e.g., the DOA setting for FIX here is based on the simulation results on the proposed schemes), which is generally unknown during the setup phase of aggregation. Figure 6 evaluates the average delay for collecting the timevarying maximum values of the field in each scheme, where the delay at a specific node is defined as the time duration from the sampling instant of a maximum value to the instant that the node receives it. The average is over all maximum 7 The repeated sample is a received sample with the value no greater than the ones that are from the same sampling instant and have been transmitted by the node in previous decision horizons.
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VI. C ONCLUSIONS In this paper, we have provided a stochastic decision framework to study the fundamental energy-delay tradeoff in distributed data aggregation in wireless sensor networks. The problem of balancing the aggregation gain and the delay experienced in aggregation operations has been formulated as a sequential decision problem which, under certain assumption, becomes a semi-Markov decision process (SMDP). The practically attractive control-limit type policies for the decision problem have been developed. Furthermore, we have proposed a finite-state approximation for the general case of the problem and provided two learning algorithms for solution. ARTDP has shown a better convergence speed than RTQ with a cost of computation complexity in learning the system model.
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Fig. 5. Average rewards of EXPL, CNTRL, ARTDP, RTQ, OD and FIX in a distributed data aggregation; delay discount factor α = 8, finite-state approximation N = 10. The control-limit type policies (i.e., CNTRL, EXPL) and the FIX scheme can achieve a close performance to the learning schemes (i.e., ARTDP, RTQ), while the FIX scheme is sensitive to the setting of DOA.
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values collected at all nodes, after a scheme reaches its steady state. Note that, as we did not consider any transmission loss and noise in reception, this delay (i.e., tracking lag) provides an appropriate metric for evaluating tracking performance [30]. OD, RTQ and ARTDP have a similar delay performance which is slightly higher than CNTRL and lower than EXPL. The delay performance of FIX is very sensitive to the sampling rate as it can not dynamically adjust its DOA in response to different network congestion scenarios. Energy costs for tracking the maximum values in different schemes are compared in Fig. 7, where the energy cost of any scheme is averaged over all maximum values collected at all nodes, after the scheme reaches its steady state. OD shows an overall highest energy cost as aggregation for energy saving is only opportunistic. FIX with DOA= 7 costs the least energy as it has the highest DOA among all schemes (see Fig. 8). However, this does not mean a higher DOA is better since aggregation delay should be taken into consideration. Again, RTQ and ARTDP have similar performance in energy cost. From Fig. 6 and 7, we can clearly see a delay-energy tradeoff in the schemes (except FIX with DOA= 3). Among them, RTQ and ARTDP achieve the best balance between delay and energy. Figure 8 gives the average DOA, i.e., the number of samples collected per aggregation operation, in each scheme under different sampling rates, where the average is over all aggregation operations at all nodes, after the scheme reaches its steady state. It is clear that the proposed schemes and OD can adaptively increase their DOAs as the sampling rate increases. On the other hand, Figure 9 shows the average DOAs at different nodes under a given sampling rate (11 Hz), where the average is over the aggregation operations at a specific node. In Fig. 9, node 1 has three neighbors, node 7 has five neighbors and node 9 has six neighbors. Different node degrees implies different channel contentions and sample arrival rates. At node 1, with the lowest node degree among the three nodes, the schemes (except FIX) have the lowest DOAs. DOAs increase with the node degree in the proposed schemes as well as OD. This demonstrates the difference between the proposed control-limit policies and the previously proposed FIX scheme, as described in Section III-C, i.e., the control limit s∗ in the proposed schemes is adaptive to the environment and the sampling rate, not as rigid as in the FIX scheme.
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Fig. 6. Delay performance of EXPL, CNTRL, ARTDP, RTQ, OD and FIX in a distributed data aggregation; delay discount factor α = 8, finitestate approximation N = 10. The y-axis is in logarithmic scale. The delay performance of the FIX scheme is sensitive to the setting of DOA.



The simulation on a practical distributed data aggregation scenario has shown that ARTDP and RTQ can achieve the best performance in balancing energy and delay costs, while the performance of control-limit type policies, especially the EXPL scheme in (13), is close to that of learning algorithms, but with a significantly lower implementation complexity. All the proposed schemes have outperformed the traditional schemes, i.e., the fixed degree of aggregation (FIX) scheme and the on-demand (OD) scheme. A PPENDIX A. Proof of Theorem 3.1 As the state evolution of the node is non-decreasing, the satisfaction of (7) for all states i ≥ s once it holds for state s ∈ S ′ implies that once the 1-sla decision rule calls for stopping
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Fig. 7. Energy consumption (per sample) of EXPL, CNTRL, ARTDP, RTQ, OD and FIX in data aggregation; delay discount factor α = 8, finite-state approximation N = 10.
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Fig. 9. Average degrees of aggregation (DOA) of EXPL, CNTRL, ARTDP, RTQ, OD and FIX at different nodes: Node 1 (node degree =3), Node 7 (node degree = 5) and Node 9 (node degree = 6); sampling rate is set as 11 Hz. The proposed schemes and the OD scheme can adapt DOA with the local traffic intensity.
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where rd , [0T1×(s∗ −1) gT ]T . It is straightforward to see that ∗ v˜(s) = g(s), ∀s ≥ s∗ . ∗Let ˜vs ,∗ [˜ v (1), v˜(2), ..., v˜(s∗ − 1)]T , s s with (26), we have ˜v = A˜v + Bg. As 0 ≤ λ(A) < 1, (I − A) is nonsingular. The result for the case s < s∗ in (9) s∗ follows by noting that ˜v = (I − A)−1 Bg = H(α)g.
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B. Proof of Theorem 4.4 ∗ From Lemmas 4.1 and 4.2, for any s ∈ S ′ , vN (s) converges ′ as N → ∞, denoted the limit by v (s). With (17),
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hand, with Lemma 4.1 and 4.2, is monotonically increasing with N and bounded thus it converges. If P by 0v (s) ∗from the above, ′ limN →∞ j≥s qsj (α)v (j) ≤ g(s), v (s) = g(s); otherwise, N P 0 ∗ ∃N ∗ ≥ s such that j≥s qsj (α) vN (j) > g(s), ∀N ≥ N ∗ , P ∗ 0 (α)vN (j) > g(s), then or equivalently, limN →∞ j≥s qsj P 0 ∗ ′ v (s) = limN →∞ j≥s qsj (α)vN (j). To show 0 ∗ j≥s qsj (α)vN (j) ∗



Fig. 8. Average degrees of aggregation (DOA) versus different sampling rates in EXPL, CNTRL, ARTDP, RTQ, OD and FIX in data aggregation; delay discount factor α = 8, finite-state approximation N = 10. The proposed schemes and the OD scheme can adapt DOA with the sampling rates.



at the current decision epoch, it will always call for stopping in the following decision epochs. Thus the problem is monotone (see Chapter 5, [18]). Therefore, under Assumption 2.2, the 1-sla decision rule is optimal [18] and the optimal stopping instant is the first decision with state s ≥ s∗ , where s∗ = P epoch 0 min {s ≥ 1 : g(s) ≥ j≥s qsj (α)g(j)}. As the 1-sla calls for stopping at any state s ≥ s∗ and continuing for s < s∗ , s∗ is a control limit and the corresponding policy is optimal. Next, we show that the optimal reward is given by (9). The decision rule d = [d(1), d(2), ... ]T is given in (6) with control limit s∗ in (8). The corresponding stationary policy is d∞ = (d, d, ... ). Let the reward achieved by this policy be ˜ v , [˜ v (1), v˜(2), ... ]T , g , [g(s∗ ), g(s∗ + 1), ... ]T and S′ Md , [A B; 0 0], where A and B are defined in (10) and (11), respectively. We have ˜v = rd +



′ MSd ˜v
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choose ε > 0. Then for any n > 0, P



0 ′ j≥s qsj (α)[v (j)



∗ (j)] − vN



=



P 0 ′ ∗ n≥j≥s qsj (α)[v (j) − vN (j)] P 0 (α)[v ′ (j) − v ∗ (j)]. + j>n qsj N



P P ′ 0 0 ′ ∗ As 0 ≤ j≥s qsj (α)v (j)≤ j≥s qsj (α)[v (j) − vN (j)] ≤ ∗ ′ ′ v (s) < ∞, then for each s ∈ S , we can find an n so that P 0 ′ ′ j>n qsj (α)v (j) < ε/2 for all n ≥ n . Thus the second summation is less than ε/2. Choose n ≥ n′ , the first summation can be made P less than ε/2 by choosing N sufficiently P ∗ 0 0 (α)v ′ (j) and (α)vN (j)= j≥s qsj large. Thus limN →∞ j≥s qsj v ′ (s)



=



max {g(s),



X



0 (α)v ′ (j)} qsj



j≥s



′



′



for each s ∈ S . As v (∆) = 0, v′ ≥ 0 is a solution of the original optimality equations in Section II-B. As v∗ ≥ 0
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