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Peer-to-Peer Internet Telephony using SIP Kundan Singh and Henning Schulzrinne Department of Computer Science, Columbia University {kns10,hgs}@cs.columbia.edu Abstract P2P systems inherently have high scalability, robustness and fault tolerance because there is no centralized server and the network self-organizes itself. This is achieved at the cost of higher latency for locating the resources of interest in the P2P overlay network. Internet telephony can be viewed as an application of P2P architecture where the participants form a self-organizing P2P overlay network to locate and communicate with other participants. We propose a pure P2P architecture for the Session Initiation Protocol (SIP)-based IP telephony systems. Our P2PSIP architecture supports basic user registration and call setup as well as advanced services such as offline message delivery, voice/video mails and multi-party conferencing. We also provide an overview of practical challenges for P2P-SIP such as firewall, Network Address Translator (NAT) traversal and security. (Keywords: System design, peer-to-peer, high availability, scalability, Internet telephony, SIP.)
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Introduction



Existing Internet telephony client-server architecture based on IETF’s Session Initiation Protocol (SIP [1, 2]) or ITU-T recommendation H.323 [3] typically employ a registration server for every domain. The user agents (or IP phones) of the users in the domain register their IP addresses with the server so that the other users can reach them. Scalability and reliability of such server-based systems are achieved using traditional redundancy and failover methods such as DNS, IP address takeover, MAC address takeover or application layer switches [4, 5]. The majority of the system cost is in maintenance and configuration, typically by a dedicated system administrator in the domain. It also means that quickly setting up the system in a small environment (e.g., for emergency communications or at a conference) is not easy. P
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Figure 1: Client-server vs peer-to-peer distributed systems On the other hand, peer-to-peer (P2P) systems [6] are inherently scalable and reliable because of the lack of a single point of failure. P2P systems, in the purest form, have no concept of servers as shown in Fig. 1. All participants are peers and communicate in distributed, potentially untrusted environment, to achieve a certain objective such as locating music files or users. Some file transfer systems with central index server such as the old Napster are hybrid P2P systems. However, for the purpose of this paper we use the definition of “pure” P2P systems that do not have any centralized control. Accordingly, existing SIP and H.323-based systems that have centralized user location lookup but end-to-end media transport are not P2P. In this paper, we propose a P2P architecture for IP telephony using SIP. We identify differences between rendezvous systems such as Internet telephony and traditional file sharing systems in P2P context. We analyze various design alternatives and present a detailed design for our P2P-SIP endpoint using Chord [7] as the underlying distributed hash table (DHT). Our novel hybrid architecture allows both traditional SIP telephony as well as user lookup on P2P network if the local domain does not have a SIP server. We show that SIP can be used to implement various DHT functions in P2P-SIP such as peer discovery, user registration, node failure detection, user location and call setup by replacing DNS [8] with P2P for the next hop lookup in SIP. To our knowledge, our work is the first such attempt to apply P2P concepts to SIP-based systems. Our architecture benefits from scalability and reliability offered by P2P. We believe that file sharing systems such as Kazaa [9] and Gnutella [10] are widely popular because they provide free music and video content without requiring maintenance of a content server, and they automatically detect NAT and firewall settings without any user intervention. Similarly, P2P-SIP has additional advantages over existing Internet telephony acrhitectures as follows: No maintenance or configuration: The system works out-of-the-box without requiring any tedious server installation, including NAT and firewall configuration. Our work extends the goals of the IETF Zeroconf [11] Working Group to multimedia communication and collaboration systems.
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Interoperability: Unlike other P2P systems such as Skype [12], our architecture uses SIP messages for communicating with other peers. This readily interworks with any existing IP telephony infrastructure such as SIP-PSTN gateways. These advantages come at the cost of increased resource lookup delay, security threats and reliability issues. Unlike O(1) lookup cost in a classical client-server based systems, the P2P lookup cost can be much higher (e.g., Chord [7] lookup latency is O(logN ) where N is the number of peer nodes in the system). A distributed P2P architecture makes the system more prone to security issues such as trust (privacy: how much information does the untrusted peer need to know about me? and confidentiality: what if the peer who knows my information misuses it?) and DoS attacks (were those thousands of call routing requests that I received, legitimate?). A reliable framework for authentication without centralized elements is a challenge. In addition, we may lose some of the traditional IP telephony services. For example, some of the programmable call routing techniques such as SIP-CGI available for SIP telephony can not work in the P2P-SIP system as we do not want to run potentially malicious script uploaded by some peer on our machines. Finally, the reliability of the IP telephony system is very important. People are unlikely to use it if the probability of successful call setup is not at par with that in the regular telephone network. The telephone switches are designed to be 99.999% available. In addition to the basic call setup and registration, we also outline advanced services such as “missed call” notifications and multi-party conferencing in P2P-SIP. Most existing systems are studied and analyzed for file sharing type of applications. Rendezvous systems such as multi-party conferencing need to deal with some slightly different issues as we show in this paper. We provide background on P2P and SIP related work in Section 2. Section 3 lists the goals for a P2P architecture for IP telephony. Section 4 presents various design alternatives. Section 5 gives an overview of the P2P-SIP architecture, user registration and call setup. Section 6 describes advanced services in P2P-SIP. Section 7 analyzes various security threats and their proposed solutions. Section 8 predicts performance of the system in terms of scalability, reliability and call setup latency. Finally, Section 9 presents our conclusions and future directions.
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Background and related work



A number of studies have been done to analyze and understand different P2P systems [6, 13].



2.1



P2P systems: structured vs unstructured



P2P systems can be broadly classified into unstructured (such as Kazaa and Gnutella with no structure of how the nodes store the files) and structured (such as those using DHTs). The unstructured systems have concentrated on practical problems such as NAT and firewall traversal but search is typically performed by flooding the request to all the neighboring peers. On the other hand, structured systems such as Chord [7], Content Addressable Network (CAN) [14] and Pastry [15] focus on optimizing the P2P overlay for lookup latency and join or leave maintenance cost [16] instead of using inefficient blind search by flooding. NAT traversal has not been explored in detail for structured P2P. We use an underlying DHT such as Chord in our architecture for lookup. Chord has a ring-based topology where each node stores at most LogN entries (or state) in its finger table to point to other peers. Lookup is done in O(LogN ) time. The iterative and recursive lookup styles in Chord [7] directly map to the redirect and proxy behavior, respectively, in SIP. Research in DHT is complementary to our work, since our architecture can use new innovations or optimizations in the underlying DHT.



2.2



Skype and related systems



Skype [12] is a free P2P application based on Kazaa [9] architecture that allows making calls over the Internet to any other Skype user. Skype has the following problems: 1. The protocol is proprietary unlike open standards such as SIP. 2. It provides a single service which is making calls or instant messages and not a architecture for new services. 3. Most importantly, it has centralized elements for login authentication [?] which means that if this element fails the system may not work. 3



In a way, the Skype architecture is no different from the classical SIP telephony architecture, except that the Global Index Server assigns a super-node for a new joining node. The super-node, similar to the SIP registrar, proxy and presence server, maintains the presence information for this node, and locates other users by communicating with other super-nodes. A node that has enough capacity and availability can become a super-node. We believe that the lookup is based on some variation of flooding, similar to Kazaa, instead of using the more efficient DHT-based lookup. The main advantage of Skype is that it implements the equivalent of STUN and TURN servers in the node itself to handle NAT [17], unlike explicit server configuration in existing SIP applications. People have developed various P2P multimedia communication applications such as flooding-based text chat [18] or peer-to-peer collaboration systems [19, 20] for small groups with centralized components.



2.3



SIP-based telephony home.com (2) INVITE



(1) REGISTER (3) INVITE



sipd Alice’s phone [email protected]



Bob’s PC [email protected] DB



Figure 2: SIP call flow using proxy servers Unlike P2P, existing SIP-based telephony has client-server architecture. SIP [2] is a signaling protocol for Internet conferencing, telephony, presence, event notification and instant messaging. As shown in Fig. 2, when a user, Bob, starts the SIP client on his PC, IP-phone or hand-held device, the client registers with the SIP server indicating the IP address of the device. The SIP server stores the mapping between the identifier [email protected] and the IP address. When another user, Alice, makes a call or sends instant message for [email protected] to the server in home.com domain, the server proxies the request to the current device of Bob. Further details of the protocol can be found in [2, 1] SIP-based IP telephony can be treated as a P2P system with static set of super-nodes (SIP servers) where the lookup is based on DNS instead of a hash key. However, using a pure P2P architecture instead of static set of SIP servers improves the reliability and allows the system to dynamically adapt to node failures.



2.4



Difference between IP telephony and file sharing



There are three broad categories of P2P applications: file sharing, directory service and rendezvous systems. A rendezvous or meeting system initiates communication with users or groups of users and actively synchronizes different activities. For example, a user can send the SIP INVITE message to many potentially nomadic users to invite them in a conference by creating one-to-many binding. Table 1 summarizes the similarity and differences among these types. In Table 1: Different applications of P2P Properties/Types Data storage Caching Delay sensitive Reliability



File sharing directory Yes No Yes Yes No No Multiple copies



rendezvous systems No No Yes Does not work



particular, for rendezvous systems such as Internet conferencing, data storage is not an issue. A single P2P-SIP node can handle many more requests than a file sharing node due to low data volume. Caching of location information is not 4



useful because compared to the file access pattern which follows the zipf distribution, the call access pattern is more uniformly distributed. Moreover, most residential users are likely to get new DHCP IP address every time they connect to the Internet making the cache entry for this user location stale. The file sharing and directory lookup-based systems can tolerate high lookup latency due to the fact that the user does not need to actively wait for the file to download, and the actual file download time tends to be larger than the lookup latency. On the other hand, an IP telephony caller actively waits for the phone on the other side to ring. For file sharing applications, multiple almost-exact copies of a popular file may be available (e.g., independently ripped by different peers). So node reliability does not matter. On the other hand, in the case of IP telephony, we want to talk to the right person, and not some similar person!
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Design goals



Based on the review of existing P2P systems such as Skype [12] and Chord [7], we propose the following goals for our P2P-SIP telephony architecture. Zero configuration: The system should be able to automatically configure itself [11], e.g., by detecting NAT and firewall settings, discovering neighboring peers and performing initial registration. Heterogeneous nodes: It should be able to adapt to available resources and distinguish between peers with different capacity and availability constraints. This favors the distinction between nodes and super-nodes as in Kazaa. Efficient lookup: Blind search based on flooding is inefficient [13]. The system should use an underlying DHT to optimize lookup. We choose Chord as the underlying DHT for our system because of its robustness and efficiency in the case of concurrent node joins and leaves [16]. Advanced services: It should support advanced telephony services such as offline voice messaging, multi-party conferencing, call transfer and call forwarding as well as advanced Internet services such as presence and instant messaging. Interoperability: It should easily integrate with existing protocols and IP telephony infrastructure. We choose SIP [2] as the signaling protocol for interoperability. Besides these explicit goals, there are some implicit scalability and reliability benefits in the P2P-SIP architecture compared to the client-server SIP architecture.
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Design alternatives



In this section, we evaluate different design alternatives for user lookup and registration to meet above goals. We start with the simple call setup in SIP and incrementally extend it for reliability using P2P architecture.



4.1



Replicate registrations vs search on call setup



Going back to the simple call setup example of Fig. 2, the single server can become the bottleneck for reliability. It can be improved by having multiple redundant servers. There are two alternatives: 1. replicate all user location information to all the servers, as shown in Fig 3, or 2. search for the correct server holding the destination user location when a new incoming call is received, as shown in Fig 4. In the first case, although Fig. 3 shows multiple registrations, one can alternatively do database replication to ensure consistent user records among multiple server databases in the cluster. In the second case, either the caller retries all the servers in some order or the first contacted server can do the search. The disadvantage of the first approach is that it involves synchronization overhead for each registration. There is a danger of stale user location record on some servers for a brief interval after the update is done but before all the servers get the updated registration. With registration refreshes every hour per user, this architecture may limit the total number of users supported by the system as the synchronization traffic will soon become a bottleneck. In the second case, the call setup latency is higher due to the sequential search steps. A parallel search will increase the bandwidth requirement. Both the approaches of Fig. 3 and 4 tend to fail when the number of servers is very large. The first approach and its variations are described in [4]. In this paper we focus on the second case.
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(1) REGISTER (2) INVITE



Figure 3: Design A: all servers store all user records on registration



(2) INVITE (1) REGISTER



Figure 4: Design B: search for the server on call setup



4.2



What nodes form the DHT? d471f1 d467c4 d46a1c
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Figure 5: Option 1:



Figure 6: Option 2: Complete P2P



Figure 7: Option 3: Interme-



Only servers in DHT



overlay



diate model



We can achieve some combination of the two designs using a DHT such as Chord [7] so that the registration is done on only O(LogN ) servers instead of all the N servers, and the search is done for only O(LogN ) servers instead of all the N servers. There can be three alternative designs for using a DHT. On one extreme, we can limit the DHT to the server farm as shown in Fig. 5. In this case, each client or phone connects to one of the servers. The servers implement a DHT or a scalable distributed data structure [21] to locate the correct user record. We assume ring-based Chord as the underlying DHT. The architecture is still client-server. The client needs to discover at least one server, preferably lightly loaded, and connect to it. On the other extreme (Fig. 6), a client also acts as a server and implement a 6



“pure” P2P overlay with all the other clients. DHT is used to locate a user. The first option does not require modifying the clients, but provides a scalable and reliable server farm architecture. But it still has some of the server maintenance and configuration problems, unlike the second option. One problem with the pure P2P overlay of all nodes is that not all nodes have equal capacity and availability. For example, a node with low bandwidth connection to the Internet or those behind a firewall or NAT may not be able to fully function in a DHT because it may need in-bound connections, significant bandwidth for forwarding P2P messages or significant memory or CPU for maintaining DHT state. This problem can be solved by adopting an intermediate design as shown in Fig. 7. Some of the nodes with high capacity (bandwidth, CPU, memory) and availability (uptime, public address) are made super-nodes. Only the super-nodes form a DHT. An ordinary node just connects to one of the available super-nodes, similar to Kazaa. This is similar to the first option except that there is no distinction between clients and servers, and any node can be a super-node or ordinary node, depending on the capacity and availability. Our goal is to allow a P2P-SIP node to work in any of the above configurations. The decision to become an ordinary node or a super node is usually local. When a node starts up it will become an ordinary node. When the ordinary node detects enough capacity and availability (public address and uptime), then it can transition to a super-node. A node with enough capacity and availability may be forced to become a super-node when an existing super-node is leaving or has reached the capacity limit. However, some nodes that are known to have enough capacity and availability can immediately transition to super-node upon startup. Existing peers can influence the neighbors to become a super-node. Having two levels, super-nodes and ordinary nodes, does not improve the search latency bounds. The search latency is still O(LogN ). However, it improves the performance in practice because the DHT maintenance traffic is reduced if the nodes in the DHT are more stable. Effect of more than two levels on efficiency and maintenance cost is for further study.



4.3



Why REGISTER?



Users register their identifiers with the system so that other users can locate them. As shown in Fig. 8 when the user starts her client application and indicates her “screen name” as [email protected], the node computes the DHT key (e.g., using SHA1 as in Chord) from the name and joins the DHT using this user key as the node key. Alice’s key is 42 in the example. When another user, say Bob, wants to locate Alice, Bob’s node uses the same hash function to calculate the same key, 42, for Alice, and invokes the find(42) method on the DHT. The DHT algorithm locates node 42 and then, Bob’s application can talk to Alice’s application. 56 42
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This scheme can not support offline messages or multiple clients registered for the same SIP user identity, sip:[email protected]. For example, if Alice is not present then Bob cannot leave a message for her. On the other hand, in Fig. 9, the node key and user key are computed separately. The SIP REGISTER message is used for inserting a node as well as registering a user identity in the DHT. Each node in the DHT acts as a registrar. When Alice starts her application, the node uses its IP address to compute the node key, 14. (In other DHT algorithms such as CAN [14], it can randomly choose a key). It then inserts itself into the DHT based on its node key by sending one or more SIP REGISTER messages. The node then computes the key on Alice’s name and sends a SIP REGISTER message to the other node, with key 58, that is responsible for the user key 42. For example, Alice’s node has a node key of 14 where as Alice’s user key is 42, so the node 14 sends a REGISTER message for key 42. The node 58 that is responsible for key 42 accepts the registration and maintains the state that user Alice can be found at node 14’s IP address. Even if Alice’s application (node 14) is not available, Bob can still leave offline message with node 58 that can later be delivered to Alice when she comes online. Similarly, there can be multiple registrations for the same user key 42, if Alice has multiple active clients. As an alternative to the SIP REGISTER message, one can use the SIP PUBLISH message to publish the user location and online status [22]. Both the messages are handled in the similar way for the purpose of this paper, so the choice does not affect the overall architecture.



4.4



Alternatives to P2P



We notice that the classical client-server architecture of SIP and the P2P-SIP architecture are two extremes. For example, in the former case, there is a per-domain server to locate the user in the domain and DNS is used to locate the server. In the latter case, P2P overlay is used to locate the node holding the user location. There can be an intermediate architecture that can use DNS to locate the server but the servers can dynamically join and leave the system using dynamic DNS. This gives rise to the service provider model where the provider sells the SIP service by becoming part of another provider’s SIP server pool. DotSlash [23] explores this option in the context of web “hot spots” and uses service location protocol (SLP) to locate the backup servers. Such approaches need explicit synchronization of registration records among the participating servers similar to join and leave maintenance in P2P.
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Architecture



Based on the different alternatives mentioned in the previous section, we propose our P2P-SIP architecture in this section. Fig. 10 shows the block diagram of the different components in the P2P-SIP node as follows: Registration: When the node starts up and the user signs-in with her identifier, the registration module is activated to initiate NAT and firewall detection, peer discovery and SIP registration (Section 5.1). Firewall and NAT detection:



See Section 6.1.



User interface: This module interacts with the user, keeps track of her “buddy list” and invokes the user location module to locate the buddies. User location: This module can invoke the SIP module or, if this node is a super-node, the DHT module to locate the user (Section 5.4). DHT: This module is used when the node is a super-node to maintain DHT peers information (e.g., Chord finger table) and perform DHT logic. The API includes find, join and leave methods. SIP: SIP is used as the underlying protocol for locating another user, registering the user, call setup and instant messaging. Once the user location is done, the call setup or instant messages can be sent directly via the SIP module. The API allows sending and receiving SIP requests and responses, and maintaining call and registration states. Media path: ation.



The media path (audio device, codecs and transport) is largely independent of the P2P-SIP oper-



The DHT module uses the SIP messages to communicate with other peer nodes as we describe in this section.
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User interface (Buddy list, etc.)



On startup



Outgoing registration



User location



DHT logic



Firewall & NAT detect



SIP



Audio devices



Codecs



RTP/RTCP



Socket interface Figure 10: Block diagram of a P2P-SIP node



5.1



Node startup and peer discovery



In practice, the client node can try to use both P2P overlay and the SIP-based user lookup. When the node starts up and the user enters her identifier such as [email protected], the node finds the possible SIP server addresses using DNS [8] and sends a SIP REGISTER message as shown in Fig. 11. If the SIP registration succeeds, the node can be reachable using standard SIP mechanism in addition to the P2P mechanism. The node also tries to discover possible super-nodes so that it can join the P2P overlay. Once you know one node in Chord, you can join the Chord DHT based on the node key. A number of approaches can be re-used from various existing proposals as follows: • Multicast with very small time-to-live (TTL) value (e.g., within a LAN) can be used to discover local peers and get more super-node information from these peers. SIP defines multicast registration address for IPv4 as 224.0.1.75. Multicast-based node discovery may result in many disconnected DHT components. To prevent this, only existing DHT nodes (super-nodes) should respond to multicast discovery requests (i.e., ordinary nodes should not get discovered). Limited multicast on wide-area means the system can not rely on multicast alone. • Some sort of service discovery can be used, e.g., SLP, to locate super-nodes [24]. • If the peer addresses are cached, then more super-node information can be obtained from those peers assuming the peers are still active and have not changed their locations since last seen. • As the last resort, some pre-configured bootstrap peers can be obtained from DNS query to a well known domain, e.g., sip-p2p.net, or can be pre-configured in the application software (e.g., as implemented in Skype). The super-node information is cached for subsequent registrations when the user logs out and logs in again. Hence, the discovery is going to be a one time affair for most installations unless all the cached super-nodes are found to have moved or disappeared.



5.2



User registration



Once it detects a set of super-nodes, it picks two and sends SIP REGISTER messages to register with them. Two super-nodes are used for redundancy. The To and From headers in the message correspond to the local user identifier, e.g., sip:[email protected]. The Request-URI corresponds to the super-node’s address, e.g., sip:192.2.1.2:5060. 9



Ordinary node startup



user id = [email protected] Peer discovery thread



SIP registration thread



found no exit thread



DNS NAPTR or SRV?



success



send REGISTER to last seen peers failed



yes



Multicast ttl=1 failed



send REGISTER



Success start refresh timer



timer expired



redirect response (no loop)



use bootstrap peers



failed Start retry timer



Start refresh timer



timer expired



timer expired Figure 11: Node startup and outgoing registration An ordinary node is just a SIP user agent, whereas a super-node serves as the SIP user agent as well as registrar for other nodes. A super-node sends the REGISTER messages on behalf of the attached nodes to the destination super-nodes in the DHT. It also joins the DHT with other super-nodes and actively takes part in user location lookup. Ordinary nodes periodically send REGISTER refreshes to detect any super-node failures. Super-nodes can periodically send the SIP OPTIONS message among themselves or to the attached nodes to monitor liveness. The refresh interval can be adjusted based on the system load. The OPTIONS message is not sent if this node communicated with the destination node in the past interval. When an ordinary node receives a REGISTER message, it sends the SIP redirect response to redirect the sender to its own super-nodes as shown in Fig. 12. When a super-node receives a REGISTER message and the sender is part of its attached nodes, it proxies the message to the appropriate nodes in the DHT as per user key of the sender. If the sender is not part of this super-node’s attached nodes, it can decide either to accept the new node or reject it. If it wants to reject it, it redirects it to some other super nodes which may be less loaded than this super-node. The sender does loop detection to avoid getting into redirection loop. The detailed analysis of loop prevention is for further study.
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Figure 12: Incoming registration



5.3



Node shutdown or failure



When an ordinary node leaves the system it can just un-REGISTER with the attached super-node which in turn can propagate the un-registration to the corresponding nodes holding this node’s key. A failure of an ordinary node does not affect the rest of the system. In any case, the attached super-node can detect the failure by the absence of periodic refresh. It can further confirm the failure by sending an OPTIONS message to the failed node to see if there is any response. When a super-node leaves, the state needs to be updated in the attached ordinary nodes as well as the other supernodes in the DHT that are neighbors of this node. If a super-node is shutting down, it gracefully transfers the user records that it holds to the other nodes in the P2P overlay. This guarantees that others users can locate the record when the DHT node is gracefully shutting down. It sends the SIP REGISTER message to the DHT nodes that will be holding the user records after this node leaves. It does not need to inform the attached ordinary nodes. The attached nodes will detect the failure on the next registration refresh and try to discover and connect to other super-node that
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Figure 13: Failure of a super-node in the DHT holds the record. When a super-node fails abnormally (Fig. 13), the neighboring DHT nodes detect the failure and adjust the DHT to accommodate for the keys that were held by the failed nodes. However, the mapping is lost unless the originating node sends REGISTER refresh. The REGISTER refresh goes to the new super-node that handles the corresponding key in the DHT. This make some services such as offline messaging temporarily unavailable (Section 6). To distinguish a SIP-only application with a SIP/P2P application, we can use the Require header in the OPTIONS or REGISTER messages.



5.4



User location and call setup



User can watch the presence status of other users by specifying their identities in his “friends” list. If the user already has a friends list, the node tries to locate those friends on startup. Initially we assume that the friends list is stored in the local computer for this user. Later we extend this in Section 6 to store any user information (including the friends list) on the P2P network to provide device independence to the user. The IP addresses of all the friends are cached for future use. The only important step for the purpose of this paper is locating the node that has the user location record for the destination user. Once the call setup is complete, media packets are sent end-to-end. A node sends the SIP MESSAGE or INVITE message for instant message or multimedia call, respectively. If the destination address is cached because, for example, this node made a recent call or instant message to that destination, then the cached address is used. If the client at the cached IP address does not respond (because there is no client running or the client is not a SIP/P2P node), then the cache entry is removed and discovery is restarted. The SIP-based lookup [8] and P2P lookup is done simultaneously as shown in Fig. 14. For P2P lookup, an ordinary node sends a INVITE or MESSAGE to the attached super node, which acts as a SIP proxy. A super-node locates the destination node holding the key in the underlying DHT. Once the mapping is obtained, it can either proxy or redirect the message. Redirection is the preferred way as it takes the super-node out of the call loop. However, in some cases such as those involving firewall and NAT, proxy is the only option as we show in Section 6.1. Some DHTs (e.g., CAN) may allow parallel search to multiple peers, unlike sequential search of Chord. In this case the super-node may act as a back-to-back user agent (B2BUA) and propagate the SIP message to the neighboring peers. However, parallel search should be avoided to prevent flooding the network, except possibly in the case of emergency call routing, such as 911 calls in the United States. Other SIP functions such as third-party-call control and call-transfer are implemented in the similar way. For example, the SIP REFER message for call transfer is routed similar to INVITE on the P2P overlay. Most of the messages are handled end-to-end directly by the communicating nodes without going over the P2P overlay. Only
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Advanced services



Basic call setup is not enough to be competitive in Internet telephony. This section describes some of the advanced services such as NAT and firewall traversal, offline message storage and multi-party conferencing.



6.1



NAT and firewall traversal



In an ideal world, ISPs and corporate system administrators should enable their NAT and firewall devices with SIP proxies or application level gateways (ALG). However, in practice, this is rarely done. This forces the application developers to write customized kludges to work around the NAT and firewall [17, 25]. There are two aspects to NAT and firewall traversal: automatic detection of the type of NAT and firewall and tunneling though the NAT and firewall devices for inbound or outbound messages. The detection is done at the application startup when the node connects to a super-node. The node implements the Interactive Connectivity Establishment (ICE) algorithm [17] for NAT traversal. UDP is preferred mode of communication. However, if UDP messages can not be received (e.g., the firewall blocked UDP), then a persistent TCP tunnel presumably to port 80, initiated from the internal node to the external super-node can be used for both inbound and outbound messages.



6.2



Offline messages



This section describes the problems with offline messaging. When Alice calls Bob or leaves an instant message for Bob, and Bob is not online, the message should be stored reliably by the system and delivered to Bob when he comes online. There are three places where we can store the offline messages: the source, the destination or some intermediate node in the P2P overlay. The classical PSTN voice mails are stored in the destination answering machine attached to the callee’s phone, or in some cases in centralized voice mail server attached to the destination PBX. Similarly, the P2P-SIP client running on the destination user’s machine can store the message if the destination user did not pick up the phone. The problem comes when the destination phone itself is not active or the user has not started her client. One way to achieve this is by having the DHT peer that is responsible for storing location of Bob, also store the offline multimedia messages for Bob as shown in Fig. 15. In the case of node failure, the offline messages become
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unavailable until the storage node becomes online again. To solve this, the node can store the message in multiple places and keep them consistent similar to the Oceanstore architecture [26]. A P2P file storage system with message waiting indication is sufficient to implement offline message storage. POST [27] is a P2P messaging system that can also be used for offline messages. Another option is for the caller node to cache the message locally and deliver it to the destination node when the destination becomes available. The message delivery notification is reliably sent back to the caller. If the message is not delivered or the storage node fails, then the caller node finds the new storage node and records the message again without any user intervention. When a node starts up, it checks for any undelivered message from past boot cycle, and tries to re-send them upon bandwidth and CPU availability. This has certain security issues if the same machine is used by many users as in an Internet kiosk. Unlike email system, where the intermediate Mail Transfer Agents (MTAs) are reliable and delivery confirmation from an MTA is sufficient, in P2P-SIP an end-to-end confirmation is desirable. Alternatively a third party storage server can take the ownership of the message for the subscribed user, relieving the sender from keeping a copy. Some nodes may just cache a summary of undelivered messages (such as subject, date, headers) instead of the complete multimedia content to save on bandwidth and disk space. Some nodes may attempt to send the message by alternative means such as email if the email identity can be cryptographically verified to belong to the destination user. To receive the offline message, the destination node subscribes to the message waiting indication (MWI) event with the P2P network and gets notified on startup when a new offline message is available. The node can then fetch the message using file transfer or real-time multimedia call to a special URI such as sip:bob-vmail@server. Alternatively, the user can buy MWI service from some centralized service provider that registers with the P2P-SIP network on behalf of the user to receive her calls.



6.3



Multi-party conferencing



In classical telephony, multi-party conferencing is done via pre-arranged dial-in conference bridges (or conference servers). These conference servers can register the intended conference addresses such as “[email protected]” with the P2P overlay. However, the mixing is done by a centralized server which can become the potential bottleneck for large conferences. For small scale ad hoc conferencing among the participants, one of the participant who has good capacity (CPU, memory, bandwidth) can become the mixer and mix audio from other participants. Since audio mixing requires access to the un-encrypted audio samples from all the speakers, one cannot pick an untrusted peer as the mixer. One viable
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alternative is to pick an existing conference participant as the mixer. Completely decentralized conferencing [28] can be used to establish a full-mesh signaling and media relationship among the participating members. The protocol works for concurrent join and leave of members in the conference. This prevents dependency on a single peer node that does mixing. Instead of a full-mesh media, a multicast media distribution tree can be used. It assumes that a small number of members (say one or two) will be speaking at any instant, and the receiving node can select or mix the audio samples from multiple streams in the session. Several P2P application layer multicast schemes have been proposed [29, 30], some of which can use the proximity information available in the underlying DHT [15, 31].



6.4



Device independence



So far we assumed that a user logs in from a particular node and all the user profile information such as friends list or privacy policy are stored in the local node. However, similar to file storage systems or storing offline messages in P2P-SIP, the node can store the encrypted user profile information also in the P2P overlay network [26]. On startup when the user signs in her identifier, the node fetches the profile information reliably and uses that.
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Security



Security is one of the most important problem to be solved for any P2P system because of potentially untrusted peers [32]. The problems include: (1) authentication (to prevent unauthorized calls from spammers), (2) encryption (to prevent others not in the call setup path knowing about the call information), (3) privacy and confidentiality (to prevent sending information to untrusted entity and to prevent misuse of information) and (4) dealing with malicious nodes (what if a peer node happily accepts the call requests but drops them without forwarding to the appropriate node). The first two problems (authentication and encryption) can be solved using mechanisms similar to those proposed for SIP telephony. For example, end-to-end digest authentication, hop-by-hop transport layer security (TLS) or end-to-end S/MIME can be used. A number of “untrusted” peers may be involved in user location lookup for a call, unlike the “trusted” servers in the classical SIP telephony. In the classical server based telephony, as long as both caller and callee can trust the server for privacy and confidentiality of the call information, there is no problem. Secondly, the peers may be acting correctly but secretly logging all the call requests which may later be misused. Freenet [6] solves this problem by hop-by-hop routing of request and responses where each hop (peer) changes the source identifier. This prevents any peer in the request path to know the original sender of the request. Similar techniques can be used in P2P-SIP architecture assuming absence of collusion (i.e., multiple malicious peers collaborating to know the call information). A number of reputation systems have been proposed for P2P [33, 34, 35, 36]. However, they focus on file sharing systems (not real-time), have centralized components, assume co-operating peers or have problems of collusion and multiple identities. Further study is needed to detect the peers who are known to drop calls or do other malicious behavior so that they are not used in the call routing path and not allowed to become part of the underlying DHT. There is another kind of threat to P2P systems, called “free riding” [37]. Some nodes may want to use the P2P services for making and receiving calls but refuse to serve in the user location lookup process by becoming a supernode. The system should enforce some policy to discourage such peers. For example, peers can earn some credit for doing services which can later be used for using the services. Every peer can start with an initial amount of credit. Peers behind a NAT and firewall may have to pay for the service if they can not serve by becoming a super-node. Nodes that run out of credits and refuse to pay are declined the service. If the user identity is easy to obtain (e.g., yahoo.com email addresses), then people can always acquire new identities to make outbound calls. However, they won’t be able to advertise their identity for incoming calls for long period, if they do not serve in the P2P overlay or pay credits to other serving peers. Moreover, making outbound calls does not entitle them to free gateway access or free PSTN calls. Finally, if automatic software updates are incorporated in P2P-SIP nodes, then it must be done in a reliable, secure and decentralized manner.
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8 8.1



Performance prediction Scalability



Scalability of the P2P-SIP network depends on the capacity (bandwidth, CPU, memory) of the individual participating super-nodes. Suppose there are N super-nodes in the Chord ring, identifier space is m-bit long (i.e., the identifier range is 0 to 2m − 1), number of registered users in the system is n (such that number of keys stored per node is n ), REGISTER refresh rate to successor and predecessor to keep the Chord ring correct is rs , approximately k= N refresh rate for finger table entry is rf , call arrival is poisson distribited with mean c per node, user registration is uniformly distributed with mean interval t per user, and node joining and leaving are poisson distributed with mean λ. Because average lookup in Chord travels through O(log(N )) nodes [7], the finger refresh messages, call arrival messages and user registration refresh messages travel O(log(N )) hops. There are O(log(N )) finger table entries per node. Node join and leave generate O((log(N ))2 ) messages. The average message rate per node is sum of the message rates due to refresh, call arrival, user registration and node join or leave, which can be given as: M = {rs + rf (log(N ))2 } + c.log(N ) + kt log(N ) +



λ(log(N ))2 N



The message rate in the node determines the bandwidth and CPU utilization for the node. If each node can handle C requests per second, then the equation C = M gives the maximum possible number of nodes, Nmax , in the system, C which roughly translates to Nmax = 2 r+c for large N , where r is the refresh rate and c is the call rate. Note that λ is low because nodes which often join and leave are not made super-nodes. Suppose the node supports 10 requests per second (which is much less than the typical SIP proxy performance [38]) 1 ) and call rate of one call per minute per node, then the maximum with minimum refresh interval of one minute (r = 60 number of nodes in the system can be 210∗30 . If more nodes join the system, the super-nodes become overloaded and may deny some incoming call, registration or proxy requests. However, large values of N also increases the call setup latency as we describe below.



8.2



Reliability



When a node fails the user registrations stored on that node are lost. To achieve reliability, the refresh rate can be increased (so that node failure detection happens quickly), the user registration refresh rate can be increased (so the the user record is unavailable only for a brief period of time) or the user registration record can be replicated at multiple nodes (e.g., store the user registrations at log(N ) successive nodes in Chord). We plan to quantify the effect of each factor on mean time to recover (MTTR) from node failures for a given user record. The equation for average message rate does not change if λ includes failure rate along with node join and leave rates.



8.3



Call setup latency



The P2P advantages come at the cost of increased call setup latency. For example, with 10,000 nodes in Chord, the average lookup path length is six hops [7], so P2P call setup will take about six times more than traditional clientserver call setup in SIP. With good network condition, single lookup (INVITE response) in SIP is expected to take less than 200 ms. So one or two seconds delay before the phone rings in P2P-SIP is tolerable given that on an average the phone will ring for much longer before the callee picks up. Due to P2P synchronization latency which depends on refresh rate and node join, leave and failure rates, there may be delay in updating the user records. In this case, it may take multiple retransmissions before call setup is complete. This further increases the call setup latency. Successful user location in Skype takes about three to eight seconds [?]. Some kind of hybrid system may be implemented that takes the advantages of many different structured and unstructured P2P algorithms to further reduce the latency and maintenance cost. For example, there has been recent proposal on one hop lookups for P2P [39] assuming large storage space in the peer nodes.
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Conclusions and future work



We have described a pure P2P architecture for SIP telephony. The architecture provides reliability and scalability inherent in P2P systems, in additional to interoperability with existing SIP infrastructure. The advantages come at the cost of increased call setup latency. 16



We analyze various design alternatives, propose a P2P-SIP architecture using Chord as the underlying DHT, and describe various user location and registration steps in detail. We also present an overview of various advanced services such as offline messaging, conferencing, NAT and firewall traversal and security issues. We are implementing a P2P-SIP node for multimedia communication using our SIP C++ library. We will be doing performance measurement for reliability and scalability on our actual system instead of using simulations. Since the implementation is based on Chord [7], more simulations may not add any research value to the existing simulation results. More work is needed in advanced services such as large scale application level multicast conferencing using P2P, distributed reputation system for peers, and PSTN interworking related issues such as authentication and accounting. There should be a reasonable incentive to become a super-node to provide services to other peers. We are working on allowing an internal node inside a firewall and NAT to become a super-node. This reduces the load on public super-nodes, since most of the users typically will be behind some firewall and NAT. Alternatively, the private nodes in a domain can form a secondary P2P overlay connected to the public DHT via a few external connections to reduce the port utilization on the NAT device. . Some of the open questions described in [40] are relevant to P2P-SIP architecture also. Some kind of hybrid system may be implemented that takes the advantages of many different structured P2P algorithms to further reduce the latency and maintenance cost. For example, there has been recent proposal on one hop lookups for P2P [39] assuming large storage space. Applying this in P2P-SIP is for further study. Finally, we conclude on a note that unless the SIP servers (proxies, registrars) are widely deployed, we will need P2P based IP telephony tools so that everyone can use the system. Such P2P-SIP architecture can be extended to other protocols such as H.323.
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