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SUMMARY



Temporally precise neuronal firing phase-locked to gamma oscillations is thought to mediate the dynamic interaction of neuronal populations, which is essential for information processing underlying higher-order functions such as learning and memory. However, the cellular mechanisms determining phase locking remain unclear. By devising a virusmediated approach to perform multi-tetrode recording from genetically manipulated neurons, we demonstrated that synaptic plasticity dependent on the GluR1 subunit of AMPA (a-amino-3-hydroxy5-methyl-4-isoxazole propionate) receptor mediates two dynamic changes in neuronal firing in the hippocampal CA1 area during novel experiences: the establishment of phase-locked firing to slow gamma oscillations and the rapid formation of the spatial firing pattern of place cells. The results suggest a series of events potentially underlying the acquisition of new spatial information: slow gamma oscillations, originating from the CA3 area, induce the two GluR1-dependent changes of CA1 neuronal firing, which in turn determine information flow in the hippocampal-entorhinal system. INTRODUCTION Gamma oscillations are a type of neural oscillation observed in many brain regions, including the hippocampal-entorhinal circuits (Buzsa´ki and Wang, 2012). Individual neurons often preferentially fire at specific phases of gamma oscillations, which is referred to as phase locking (Csicsvari et al., 2003). The phase locking of a group of neurons to a common phase range temporally aligns their firings within millisecond windows in



gamma cycles. Such temporally aligned firings among a group of neurons are effectively transmitted to downstream neurons as a coincident event (Fell and Axmacher, 2011). Therefore, gamma phase locking has been implicated in neuronal operations linking multiple neuronal populations, such as the formation of cell assemblies (Harris et al., 2003), the binding of sensory features (Gray et al., 1989), and inter-regional information transfer (Womelsdorf et al., 2007). These operations, which are assisted by gamma phase locking, are considered to be essential for information processing that associated with higher-order functions such as learning and memory (Fell and Axmacher, 2011). In the CA1 area of the hippocampus, gamma oscillations are shown to be divided into at least two types with separate frequency ranges: slow (25–50 Hz) and fast (65–140 Hz) gamma oscillations (Colgin et al., 2009). These two types of gamma oscillations in the CA1 area are thought to be driven by synaptic inputs from the CA3 area and the medial entorhinal cortex (MEC), respectively. The synchronization of slow and fast gamma oscillations between the CA1 area and these two upstream structures is differentially modulated by specific episodes related to different memory operations during behavioral tasks (Bieri et al., 2014; Kemere et al., 2013; Montgomery and Buzsa´ki, 2007; Yamamoto et al., 2014), suggesting that these two types of gamma oscillations are involved in different modes of information processing in the CA1 area. CA1 principal cells are phase-locked to slow and/or fast gamma oscillations (Colgin et al., 2009), and the strength of gamma phase locking is dynamically modulated during behavior (Ahmed and Mehta, 2012; Chen et al., 2011; Kemere et al., 2013). Although the balance of excitatory and oscillatory inhibitory inputs is thought to contribute to phase-locked firing along gamma oscillations (Bartos et al., 2007; Buzsa´ki and Wang, 2012), the mechanism underlying phase locking is not thoroughly understood. As a process of changing synaptic strength, synaptic plasticity can alter the excitatory-inhibitory balance and, therefore, may regulate phase locking during Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc. 1265



Figure 1. Virus-Mediated Local Genetic Blockade of GluR1-Dependent Synaptic Plasticity (A) Structures of recombinant adeno-associated viral vectors. (B) Localized expression of GFP-GluR1-c-tail (green). Coronal sections containing an injection site (middle) and 720 mm anterior (left) or posterior (right) to the injection site. Blue, fluorescent Nissl staining. (B and C) Figures were created by tiling images from adjacent areas using a tile scanning function of a confocal microscope. (C) CA1 area expressing GFP-GluR1-c-tail (green). Inhibitory neurons were immunostained for 67 kDa glutamic acid decarboxylase (GAD67, red). Note that the GFP-positive cells in the pyramidal cell layer do not express GAD67 (arrowheads and the inset), indicating that they are pyramidal cells. (D) Three-dimensional analysis of GFP expression in dorsal CA1 pyramidal cells. Green dots, GFP-expressing pyramidal cells; red dot, an injection site; gray lines, cortical surface; blue lines, pyramidal cell layers; AP, anteroposterior; ML, mediolateral; DV, dorsoventral axis. Tick marks, 1 mm. Bottom, proportions of pyramidal cells expressing GFP projected onto a horizontal plane. (E) Proportion of CA1 inhibitory (top), cortical excitatory (middle), and cortical inhibitory neurons (bottom) expressing GFP. The same AP-ML region as that in (D) was projected onto a horizontal plane. (F) Impaired long-term potentiation in the GluR1-c-tail-expressing portion of the CA1 area. *p = 0.036, t8 = 2.52, two-sided, independent samples t test for mean fEPSP slopes between 46 and 60 min after theta burst stimulation. Data are shown as mean ± SEM. Insets: averaged fEPSP wave forms prior to (dotted lines, 15 to 1 min) and after (solid lines, 46–60 min) stimulation.



the two types of gamma oscillations. To test this possibility, we decided to block long-term potentiation (LTP) in CA1 pyramidal cells and examine the effects on phase locking to gamma oscillations. However, conventional pharmacological and transgenic methods have limited applications due to brain-wide effects, such as cognitive and behavioral impairments, which make it unclear whether the observed changes in neuronal firing are caused directly by the interference of the cellular machinery or indirectly by the systemic deficits affecting input activity to the monitored neurons (Allen et al., 2014; Bach et al., 1995; Cain, 1997; Giese et al., 1998; Morris et al., 1986; Reisel et al., 2002; Resnik et al., 2012; Tsien et al., 1996). To circumvent this limitation, we devised a new approach combining viral vector-mediated local genetic manipulation with a unit recording technique. The viral vector was introduced locally to a relatively minor portion of the CA1 area in which synaptic plasticity was blocked selectively in pyramidal cells. The remaining majority of the CA1 area and surrounding structures remained intact, thereby enabling us to monitor the firing activity of manipulated neurons under normal brain function conditions. 1266 Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc.



RESULTS Viral Vector-Mediated Local Blockade of LTP We constructed recombinant adeno-associated viral vectors (rAAVs) expressing either GFP-GluR1-c-tail or GFP under the control of the CaMKII promoter (Figure 1A). The GluR1-c-tail is a dominant-negative mutant of the GluR1 gene that suppresses LTP by interfering with the synaptic delivery of GluR1-containing AMPA receptors (Hayashi et al., 2000; Shi et al., 2001). GluR1-ctail does not alter basal synaptic transmission mediated by either AMPA or NMDA (N-methyl-D-aspartate) receptors, or cellular membrane properties such as resting potential and input resistance (Hayashi et al., 2000; Mitsushima et al., 2011; Shi et al., 2001). By injecting a moderate quantity of the vectors, we achieved selective GFP expression within a minor portion (approximately 20%) of the dorsal CA1 area (Figure 1B; Figure S1A). The majority of GFP-expressing neurons were excitatory (Figures 1C–1E), which comprised approximately 95% of the pyramidal cells within the infected area (Figure 1D). In contrast, GFP-positive cells were scarce in the CA3 area (Figure 1B; Figure S1A) and in the entorhinal cortex (0.12% of



Figure 2. Intact Neural Oscillations after the Local Blockade of GluR1-Dependent Synaptic Plasticity (A) Schematic of the within-subject control design. (B) Examples of unfiltered traces showing strong slow gamma (top) and fast gamma (bottom) oscillations. (C) Theta (left), slow gamma (middle), and fast gamma oscillations (right) from the CA1 area injected with GFP (blue) and GluR1-c-tail (red) vector. For slow and fast gamma oscillations, LFP signals were band-pass filtered at the corresponding frequency ranges. Magnified traces in the dotted-line rectangles are shown in (F). (D) Power spectrum of local field potentials from the CA1 area. Blue, GFP; Red, GluR1-c-tail. Arrowhead indicates the peak of theta oscillations. (E) The power of theta (left), slow gamma (middle), and fast gamma (right) oscillations. None of the power values were affected by the GluR1-c-tail (p > 0.1 for each two-sided, independent samples t test; GFP, n = 126 recordings; GluR1-c-tail, n = 126 recordings). Data are shown as mean ± SEM. (F) Magnified traces of slow (top) and fast (bottom) gamma oscillations illustrating that the waveforms in the GFP (blue) and GluR1-c-tail (red) hemispheres are indistinguishable. (G) A schematic explaining the waveform analysis in (H). After assigning phases to band-pass-filtered local field potential traces, the proportion of sampling time points in each 30 phase bin was calculated (% duration). If the wave forms are symmetric sinusoids, the percentage of durations have equal values at all phase bins. (H) The proportion of sampling time points in 30 phase bins for theta, slow gamma, and fast gamma oscillations. No differences were detected between hemispheres (phase 3 hemisphere, p > 0.1 for each two-way repeated-measures ANOVA). Uniform distributions over phase bins indicate that the sinusoid waveforms of these oscillations are symmetrical. Note that the red symbols are covered by the blue symbols.



layer III neurons; Figures S1B and S1C), indicating that the upstream regions were largely unaffected by the retrograde transduction. Under these conditions, a small population of CA1 pyramidal cells is manipulated while normal brain functions are supported by the majority of normal CA1 neurons. We examined the effect of GluR1-c-tail expression on LTP with extracellular recording in a slice preparation. Field excitatory postsynaptic potentials (fEPSPs) evoked by stimulation of the Schaffer collaterals were recorded from either the GluR1-c-tail- or GFP-expressing portions of the CA1 area. Although the enhancement of fEPSPs was induced in the GFPexpressing portions via theta-burst stimulation of Schaffer collaterals, no long-term enhancement occurred in the GluR1c-tail-expressing portions (Figure 1F). Thus, GluR1-c-tail expression blocked LTP. Basal-evoked responses were not significantly affected by GluR1-c-tail (Shi et al., 2001) (amplitude of evoked responses: GFP, 1.22 ± 0.58 mV; GluR1-c-tail, 0.60 ± 0.15 mV at 50 mA stimuli; two-sided, independent samples t test, t8 = 1.05, p = 0.33).



Intact Neural Oscillations in the CA1 Area We used multiple tetrodes to monitor unit activity and local field potentials (LFPs) from the vector-injected areas of 11 freely behaving rats (Figures S2 and S3). In seven of these rats, we implemented a within-subject control design by injecting either the GFP- or GluR1-c-tail-expressing vector to the CA1 area in each hemisphere and bilaterally monitoring the neuronal activity in control (GFP) and manipulated (GluR1-c-tail) hemispheres in individual rats (Figure 2A). During the final recording days, we performed two sets of recording sessions. In the first set, the rats explored a familiar environment (room A), in which the rats were repeatedly trained prior to and after injecting the viral vectors to block LTP. Six 10 min sessions were performed with 5 min inter-session intervals. In the second set, we first performed a recording session in a familiar environment (room A) and then four sessions in a novel environment (room B) and another session again in the familiar environment. This sequence of six recording sessions was repeated three times (0 hr, 6 hr, and 24 hr), and these sessions are sequentially referred to as A1, Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc. 1267



Figure 3. Impaired Phase Locking of Principal Cell Firing to Slow, but Not Fast, Gamma Oscillations (A and C) Phase distribution of principal cell firing along slow (A) and fast (C) gamma oscillations. The phase locking to slow (p = 0.003, permutation test) but not fast (p = 0.072) gamma oscillations was impaired in the GluR1-c-tail hemispheres. The gamma oscillation trough was defined as 0 /360 . (A–D) Data are shown as mean ± SEM. (B and D) The resultant vector length quantifying the strength of phase locking to slow (B) and fast (D) gamma oscillations. The resultant length was lower in the GluR1-c-tail hemispheres for slow gamma oscillations (*p = 0.034, t1444 = 2.12, twosided, independent samples t test) but not for fast gamma oscillations (p = 0.66, t1444 = 0.44). Dotted lines show chance level. (E and F) The GluR1-c-tail decreased the proportion of significantly phase-locked principal cells to slow (E, *p = 0.044, c2 test) but not fast (F, p = 0.49) gamma oscillations. (A–F) A pooled analysis of all principal cells sampled in the familiar (sessions A1-6) and novel (sessions B1-12) room.



B1-4, A2 (0 hr), A3, B5-8, A4 (6 hr), and A5, B9-12, A6 (24 hr). Post hoc histological analyses verified that all recording sites were within the GFP-positive CA1 areas (11 sites in the control hemispheres and seven sites in the GluR1-c-tail hemispheres, Figure S2). Single units classified as principal cells (putatively recorded from pyramidal cells, Figure S3; Supplemental Experimental Procedures) were included in the following analyses. The numbers of principal cells per tetrode did not differ between the GluR1c-tail and GFP hemispheres (Figure S3). During exploratory behavior, theta, slow gamma, and fast gamma oscillations were prominently observed in the CA1 area (Figures 2B and 2C). These three frequency ranges of LFPs were compared between CA1 areas infected with either the GFP- or GluR1-c-tail-expressing vectors. The data from sessions A1-6 and B1-12 were pooled. The powers of the theta, slow gamma, and fast gamma oscillations were indistinguishable between the GFP- and GluR1-c-tail-expressing hemispheres (Figures 2C–2E; Figure S4). The waveform symmetry of band-pass-filtered LFPs (Figures 2F–2H) were quantified by calculating the proportion of sampling time points that fell within each 30 phase bin (Figure 2G; % duration). The values of the percentage of duration were nearly uniform along the phase bins, and no differences were found between hemispheres in the theta, slow gamma, or fast gamma oscillations (Figure 2H; Figure S4). These results indicate that GluR1-c-tail expression does not affect gross oscillatory activity in LFPs during exploration. Thus, using this virus-mediated local genetic manipulation method, we were able to examine how the blockade of GluR1dependent synaptic plasticity affected neuronal firing patterns with normal neural oscillations. GluR1-Dependent Synaptic Plasticity Strengthens Phase Locking to Slow Gamma Oscillations We then investigated phase-locked firing along slow and fast gamma oscillations while the rats foraged in environments. To 1268 Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc.



quantify the strength of the phase locking, we calculated the mean resultant vector length of firing phases for individual neurons (see Experimental Procedures). The resultant length was lower in the GluR1-c-tail hemispheres for slow gamma oscillations (Figures 3A and 3B) but not for fast gamma oscillations (Figures 3C and 3D). Principal cells were classified as being phaselocked if their firing phase distribution along gamma oscillations significantly differed from a uniform distribution (p < 0.05, Rayleigh test). We found that the proportion of significantly phaselocked cells to slow, but not fast, gamma oscillations were lower in the GluR1-c-tail hemispheres (Figures 3E and 3F). These results suggest that phase locking to slow, but not fast, gamma oscillations is mediated by GluR1-dependent synaptic plasticity. Because synaptic plasticity is considered to be a cellular mechanism for memory, we were interested in whether GluR1dependent synaptic plasticity was involved in memory-related processes. Therefore, we next focused on phase locking during exposure to a novel environment in which rats learn new spatial information. In the familiar environment (session A1), the powers of slow (Figure 4A) and fast gamma oscillations (Figure 4B) were constant throughout the recording sessions (slow gamma oscillations: F3.0, 36.3 = 2.41, p = 0.08; fast gamma oscillations: F2.7, 32.4 = 1.56, p = 0.22 for the effect of time, two-way [time 3 hemisphere] repeated-measures ANOVA) and were indistinguishable between the GFP and GluR1-c-tail hemispheres (between hemispheres: F1, 12 = 0.12, p = 0.74 for slow gamma oscillations, F1, 12 = 0.02, p = 0.89 for fast gamma oscillations; F3.0, 36.3 = 0.88, p = 0.46 for slow gamma oscillations, F2.7, 32.4 = 0.51, p = 0.66 for fast gamma oscillations for the hemisphere 3 time interaction, two-way repeated-measures ANOVA). During the first few minutes after the rats were exposed to a novel environment in room B for the first time (session B1), the power of slow gamma oscillations transiently increased compared with that in the preceding session (A1) in the familiar environment in both the GFP and GluR1-c-tail hemispheres.



Figure 4. Selective Impairment of Phase Locking to Slow Gamma Oscillations during the First Exposure to a Novel Environment (A) The power of slow gamma oscillations in the familiar (left, A1) and novel (right, B1) environment. Top traces are examples of band-pass-filtered LFPs demonstrating slow gamma oscillations from GFP hemispheres during the first minute of each session. Bottom graphs demonstrate the transient increase in the power of slow gamma oscillations during novel room exploration in both hemispheres (F9, 108 = 6.26, p < 0.001 for the effect of time, two-way repeated-measures ANOVA). The power was indistinguishable between the GFP and GluR1-c-tail hemispheres (F1, 12 = 0.36, p = 0.56 for between hemispheres, F9, 108 = 0.03, p = 1.0 for time 3 hemisphere interaction, two-way repeated-measures ANOVA). (A, B, and D) Data are shown as mean ± SEM. (B) The power of fast gamma oscillations did not change with time during session B1 (F9, 108 = 1.32, p = 0.24 for the effect of time, two-way repeated-measures ANOVA). The power was indistinguishable between the GFP and GluR1-c-tail hemispheres (F1, 12 = 0.26, p = 0.62 between hemispheres, F9, 108 = 0.53, p = 0.85 for time 3 hemisphere interaction, two-way repeated-measures ANOVA). The average power did not change between sessions A1 and B1 (p = 0.25, A1 versus B1, two-way [session 3 hemisphere] ANOVA). (C) Representative firing phase distribution of single principal cells along slow gamma oscillations. Green, curve fitting with von Mises distribution. (D) The resultant vector length quantifying the strength of phase locking to slow (left) and fast (right) gamma oscillations. A, sessions A1-6; B, sessions B2-12. *p = 0.03, t74 = 2.17, two-sided independent samples t test. Resultant lengths for phase locking to slow gamma oscillations were significantly different among sessions (A, B1, and B) in the GFP hemispheres (p = 0.023, one-way ANOVA). A significant increase in session B1 was detected compared with session B2-12 (p = 0.026, post hoc Bonferroni test), although the difference between A and B1 did not reach statistical significance (p = 0.13, post hoc Bonferroni test). No differences were detected between hemispheres for fast gamma oscillations (p > 0.1 for each session, two-sided, independent samples t test) or among sessions in the GFP hemispheres (p = 0.079, one-way ANOVA). Dotted lines show chance level. (E) Proportion of significantly phase-locked cells to slow (left) and fast (right) gamma oscillations. A, sessions A1-6; B, sessions B2-12. *p < 0.05, c2 test.



Then, the power gradually reduced to the level observed in the familiar environment (Figure 4A). Running speed, which has been reported to modulate the power of slow gamma oscillations (Ahmed and Mehta, 2012), did not account for this power increase (Figure S5). This transient power increase did not occur for fast gamma oscillations (Figure 4B). Phase locking to slow gamma oscillations, measured by resultant length, was stronger in the GFP hemispheres than in the GluR1-c-tail hemispheres during session B1 (Figures 4C and 4D). This difference was not observed during sessions in the familiar environment (A1-6) or later exposures to room B (B2-12) (Figures 4C and 4D). The difference in session B1 was not attributed to the variance of the number of recorded spikes (Figure S6). The percentage of phase-locked cells was also lower in the GluR1-c-tail hemispheres than the GFP hemisphere during session B1 (Figure 4E). These results indicate the involvement of GluR1-dependent synaptic plasticity in phase locking to slow



gamma oscillations during novel experiences. The percentage of phase-locked cells was also lower in the GluR1-c-tail hemisphere than the GFP hemisphere during exposure to room A (A1-6), but not in later sessions in room B (B2-12) (Figure 4E). Thus, the GluR1-dependent synaptic plasticity may be involved in phase locking to slow gamma oscillations in a familiar environment under some conditions, although the effects were not as robust as those in a novel environment and were not observed in resultant length. For fast gamma oscillations, neither the strength of phase locking nor the percentage of phase-locked cells differed significantly between the control and GluR1-c-tail hemispheres in any of the compared sessions (Figures 4D and 4E). Intact Spatial Firing in a Familiar Environment Hippocampal principal cells fire when animals traverse specific locations in the environment; these neurons are called place Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc. 1269



Figure 5. Dispersed Spatial Firing in a Novel Environment and Long-Term Stability of Place Fields (A) Spatial firing patterns of principal cells in familiar room A. Color-coded rate maps of five cells each from GFP and GluR1-c-tail hemispheres (0 Hz [blue] to peak rate [red]). Peak rates (in Hz) are indicated below the individual maps. (B and C) Mean (B) and peak (C) firing rates in a familiar room A. No significant differences were found between the GFP and GluR1-c-tail hemispheres. (B–D and F–H) Data are shown as mean ± SEM. (D) Place field size in room A. No significant differences were found between the GFP and GluR1-c-tail hemispheres. (E) Firing rate maps of principal cells during the first and fourth sessions in room B. Two consecutive panels in each row indicate rate maps of the same cell during B1 and B4 sessions. (F–H) Place field size in room A and B at the 0 (F), 6 (G), and 24 hr (H) time points. (F) Session 3 hemisphere, F3, 276 = 3.31, p = 0.021, two-way repeated-measures ANOVA; *p = 0.027, post hoc Bonferroni test. (G) Session 3 hemisphere, F3, 276 = 4.17; p = 0.007, two-way repeated-measures ANOVA; **p = 0.003, post hoc Bonferroni test. (H) Between hemispheres, F1, 99 = 0.004, p = 0.95; session 3 hemisphere, F3, 297 = 1.76, p = 0.16, two-way repeated-measures ANOVA. (I) Spatial firing patterns of principal cells over 24 hr. Three consecutive panels in each row indicate rate maps of the same cell at 0, 6, and 24 hr.



cells (O’Keefe and Dostrovsky, 1971). New spatial firing patterns of place cells rapidly form when animals encounter a novel environment (Frank et al., 2004; Wilson and McNaughton, 1993), and these patterns can be stable for days (Muller et al., 1987; Ziv et al., 2013) or even months (Thompson and Best, 1990). The rapid formation and stability may reflect the acquisition and storage of spatial information into neurons during novel experiences. We investigated how the attenuated phase locking by GluR1-c-tail is associated with spatial firing patterns in CA1 principal cells. The spatial distribution of firing was monitored while rats foraged during six 10 min sessions in a familiar environment in room A. In both the GFP and GluR1c-tail hemispheres, the majority of principal cells selectively fired when the rats traversed certain areas in the environment (Figure 5A), which were defined as place fields (see Supplemental Experimental Procedures). 1270 Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc.



The mean (t83 = 0.64, p = 0.53, two-sided, independent samples t test) or peak (t83 = 0.36, p = 0.72, two-sided, independent samples t test) firing rates did not differ between the GFP and GluR1-c-tail hemispheres (Figures 5B and 5C). This is consistent with the findings that GluR1-c-tail expression does not alter basal synaptic transmission (Shi et al., 2001) or cellular membrane properties (Mitsushima et al., 2011). Place field size (Figure 5D; between hemispheres, F1, 83 = 1.63, p = 0.21; session 3 hemisphere, F5, 415 = 0.74, p = 0.59 in two-way repeated-measures ANOVA), spatial information (GFP, 1.20 ± 0.08 bits/s; GluR1-c-tail, 1.16 ± 0.16, between hemispheres, F1, 83 = 0.06, p = 0.81; session 3 hemisphere, F5, 415 = 0.73, p = 0.60 in two-way repeated-measures ANOVA), and spatial correlation between the first and last sessions (GFP, 0.55 ± 0.03; GluR1-c-tail: 0.58 ± 0.05, t83 = 0.46, p = 0.64, two-sided, independent samples t test) did not differ between the GFP and



Figure 6. Delayed Formation of Place Fields in a Novel Environment (A) Rate maps constructed from five 2 min blocks during session B1 (left), and rate maps of the same principal cells from session B4 used to define place fields (far right panels). Two cells each from GFP and GluR1-c-tail hemispheres are shown. The color code is scaled to the peak rates for session B4 (indicated below maps in Hz). (B) Mean firing rates inside and outside place fields in session B1. The mean infield rate during the first two minutes was significantly lower in the GluR1-c-tail hemispheres than controls (time 3 group: F12, 632 = 6.67, p < 0.001, two-way repeated-measures ANOVA; *p = 0.027, post hoc Bonferroni test). (B–E) Data are shown as mean ± SEM. (C) PV cross-correlation between each 2 min block and the reference maps (B4). The PV cross-correlation during the first two minutes was significantly lower in the GluR1-c-tail hemispheres than that in the controls (time 3 group: F4, 3192 = 51.75, p < 0.001, two-way repeated-measures ANOVA; **p < 0.001, post hoc Bonferroni test). (D) Mean infield rate in familiar rooms. No significant between-group effect (F3, 400 = 1.25, p = 0.29, two-way [time 3 group] repeated-measures ANOVA) or time 3 group interaction effect (F12, 1600 = 0.63, p = 0.82) was detected. (D and E) Dotted lines, room A1-6; solid lines, room B2-12. (E) PV cross-correlation in familiar rooms.



GluR1-c-tail hemispheres, indicating that GluR1-dependent synaptic plasticity does not regulate the basic properties of the spatial firing of CA1 principal cells in a familiar environment. Dispersed Spatial Firing in a Novel Environment and Development with Repetitive Experience Next, we investigated spatial firing patterns in a novel environment. Place field size was analyzed during sessions in a novel room (B1-B4) and a familiar room (A1, A2; i.e., two sessions flanking the B1-B4 sessions). Neither the mean firing rate (GFP, 1.01 ± 0.12 Hz; GluR1-c-tail, 0.93 ± 0.12) nor the peak firing rate (GFP, 7.08 ± 0.69 Hz; GluR1-c-tail, 6.55 ± 0.68) in room B differed between the hemispheres (p > 0.1 for both, two-sided, independent samples t test). We found location-specific firing during all sessions (A1-2, B1-4; Figure 5E). In session B1, however, the place field size was significantly larger in the GluR1-c-tail hemispheres than in the GFP controls (Figures 5E and 5F and S7). The large place fields became gradually smaller over the span of the sessions; by session B4, the fields were indistinguishable from those of the controls (Figures 5E and 5F; p = 0.53, post hoc Bonferroni test). In contrast, the place field size in the GFP controls did not change over sessions B1-B4 (Figure 5F; p > 0.05, post hoc Bonferroni test for all B1-4 pairs). The sequences of the six sessions in room A and B were repeated at 6 and 24 hr after the initial sessions. At 6 hr, the place field size was again larger in the first session in room B (B5) in the GluR1-c-tail hemispheres compared with those of the controls (Figure 5G) and became



indistinguishable from those of the controls by the fourth session in room B (B8, Figure 5G; p = 0.22, post hoc Bonferroni test). At 24 hr, the place field size did not differ between the hemispheres (Figure 5H). The long-term stability of spatial firing patterns is a feature of place cell activity. Previously, the role of synaptic plasticity in the formation of stable spatial firing patterns in CA1 principal cells was suggested by a study demonstrating impaired long-term stability of spatial firing patterns in rats systemically administered an NMDA receptor antagonist (Kentros et al., 1998). To examine the effect of GluR1-c-tail expression on the long-term stability of spatial firing patterns, we quantified the spatial correlation between the 0 hr (A2, B4) and 6 hr (A4, B8) or 24 hr (A6, B12) time points. There were no differences between the hemispheres in either the familiar or novel room (Figure 5I; p > 0.1 for all main and interaction effects, three-way ANOVA on hemisphere 3 room 3 time point). These observations suggest that the GluR1-dependent synaptic plasticity of CA1 principal cells per se is not essential for the long-term stability of spatial firing patterns. Delayed Formation of Place Cells in a Novel Environment When rats explore a novel environment, CA1 principal cells form patterns of place cell activity during the first several minutes (Frank et al., 2004). To closely investigate the formation of spatial firing during session B1, we split the data from the 10 min session into 5 blocks of 2 min (Figure 6A). The mean firing rate inside the Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc. 1271



Figure 7. Correlation between Phase-Locking Strength and Place Field Size in the Novel Environment (A) Firing phase distribution along slow gamma oscillations (top, 0–720 ) and rate maps (bottom) of individual principal cells in session B1. The corresponding top and bottom panels are from the same cells. The numbers above the top panel indicate data points labeled as 1 to 10 in (B). Green line, curve fitting with von Mises distribution. (B) Inverse correlation between place field size and resultant length for slow gamma phase locking in session B1 in both GFP (left) and GluR1-c-tail (right) hemispheres. Significant correlations were detected with Spearman rank correlation method (rs, correlation coefficient). (C) The relationship between fast gamma resultant length and place field size in session B1 in the GFP (left) and GluR1-c-tail (right) hemispheres.



place fields (fields determined from the entire 10 min data in session B4) and the similarity of spatial firing pattern to session B4 (calculated using a population vector cross-correlation) progressively increased in both hemispheres (Figures 6B and 6C; between 2 min periods, p < 0.001, two-way repeated-measures ANOVA; p < 0.001, post hoc Bonferroni test comparing 0–2 and 8–10 min periods in each hemisphere). This result indicates that spatially restricted firing patterns similar to the eventual place cell activity gradually emerged during the 10 min B1 session. Both parameters were significantly lower in the GluR1-ctail hemispheres than those of the controls during the first 2 min (Figures 6B and 6C), which suggests that GluR1-c-tail expression delayed the formation of spatial firing patterns in the novel environment. The parameters showed smaller increases in the familiar environment (Figures 6D and 6E; between B1, B2-12 and A1-6 sessions, p < 0.001 for both parameters, twoway ANOVA; p < 0.001, post hoc Bonferroni test comparing the B1 and familiar sessions), suggesting that stable spatial firing patterns in the familiar environment are more stable over 10 min sessions. These observations indicate that GluR1-dependent synaptic plasticity contributes to the rapid formation of fine spatial firing patterns in a novel environment. To investigate the possibility that gamma phase locking is related to the coding of spatial information, we examined the relationship between phase locking and spatial firing in individual cells. In the B1 session, place field size was inversely correlated with slow gamma-resultant length in GFP controls (Figures 7A and 7B). This inverse correlation was maintained in the GluR1c-tail hemispheres (Figures 7A and 7B; p > 0.1, test of the difference between two independent correlation coefficients, 1272 Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc.



two-tailed, see Supplemental Experimental Procedures). These results indicate that strong phase locking to slow gamma oscillations is coupled with the formation of fine place fields and that this coupling is not dependent on GluR1-dependent synaptic plasticity (Figure S8). A weaker inverse correlation was also observed between the place field size and fast gamma-resultant length in GFP controls, but not in the GluR1-c-tail hemispheres (Figure 7C). DISCUSSION The firing patterns of neurons in behaving animals are determined by interactions between cellular mechanisms and input activity. To examine the cellular mechanism underlying neuronal firing patterns in live brains, it is essential to maintain systemic brain functions while manipulating the cellular mechanism of interest. Although conventional approaches using pharmacological and transgenic manipulations have identified impairments in firing patterns in behaving animals, they often cause brainwide/systemic changes including cognitive and behavioral impairments (Bach et al., 1995; Cain, 1997; Giese et al., 1998; Morris et al., 1986; Reisel et al., 2002; Tsien et al., 1996). Such systemic impairments make it unclear whether the observed effects are caused directly by the interference of the cellular mechanisms inside the neuron or indirectly by the altered input activity associated with the systemic impairments. To overcome this difficulty, we implemented local genetic manipulation and withinsubject control design. By manipulating a minor portion of a target brain area and monitoring unit activity from it, systemic brain functions can remain intact because the majority of the



Figure 8. Roles of GluR1-Dependent Synaptic Plasticity at the Cellular and Circuit Levels (A) Schematic showing the hypothesis that LTP induced by synaptic delivery of GluR1-containing AMPA receptors establishes the phase-locked firing of CA1 principal cells along slow gamma oscillations. (B) Schematic showing a series of novelty-induced events leading to the proposed regulation of information flow by GluR1-dependent synaptic plasticity. Strengthening of slow gamma oscillations originating from CA3 during novelty exposure (1) drives the synaptic delivery of GluR1-containing AMPA receptors (2), which establishes the spatial and temporal firing patterns of CA1 place cells as an output to the MEC (3). These novelty-induced events leading to strengthening of information flow in the CA3-CA1-MEC pathway may mediate memory formation.



target brain area is unaffected. Furthermore, the within-subject control design eliminates the possibility that the observed changes in firing patterns can be attributed to systemic changes, such as deficits in behavior, cognition, or learning. In our study, we were able to genetically manipulate approximately 20% of the dorsal CA1 area (visualized via GFP expression) (Figure 1B; Figure S1). GluR1-c-tail expression in this small manipulated area did not affect the three types of neural oscillations (slow gamma, fast gamma, and theta oscillations). Because these oscillations are considered to be driven primarily by input activity from upstream brain areas to the CA1 area, the intact oscillations indicate that input activity to CA1 principal cells is intact even after expressing GluR1-c-tail. Therefore, the virus-mediated local genetic manipulation method enables us to examine the cellular mechanism by which GluR1-dependent synaptic plasticity regulates neuronal firing patterns in the CA1 area, without having to consider indirect effects caused by systemic brain malfunctions. Role of GluR1-Dependent Synaptic Plasticity in PhaseLocked Firing during Slow Gamma Oscillations The expression of GluR1-c-tail impaired phase-locked firing to slow gamma oscillations in CA1 principal cells (Figures 3 and 4). This finding indicates that GluR1-dependent synaptic plasticity promotes phase-locked firing to slow gamma oscillations (Figure 8A). A prevailing model states that the oscillatory inhibitory input from local interneurons is a primary determinant of phase-locked firing to gamma oscillations (Csicsvari et al., 2003; Laszto´czi and Klausberger, 2014; Pernı´a-Andrade and Jonas, 2014; Zemankovics et al., 2013). According to this model, local interneurons, such as basket cells, provide widespread, rhythmic inhibition to CA1 principal cells in the gamma frequency range (Bartos et al., 2007), thereby creating a short time window of disinhibition within which a group of principal cells preferentially fire. This time window corresponds to a specific phase range in gamma oscillations, leading to phase-locked firing. Although inhibitory input from local interneurons is widespread over CA1 principal cells, firing within the time window does not occur in all principal cells or in all slow gamma cycles. The firing of specific principal cells during specific slow gamma cycles is assumed to be determined by the interaction of excitatory drives with inhibitory inputs (de Almeida et al., 2009). It is notable that the model does not require the involvement of synaptic plasticity in establishing the phase-locked firing of principal cells.



Our present results suggest that the rhythmic inhibitory inputs, together with the basal level of excitatory drives, may not be sufficient to achieve phase-locked firing but that the enhancement of excitatory drives through GluR1-dependent synaptic plasticity in principal cells is required for strengthening phase-locked firing to slow gamma oscillations. The enhancement of excitatory inputs to CA1 pyramidal cells during novelty exposure has been suggested in electrophysiological and structural studies (Kitanishi et al., 2009; Whitlock et al., 2006). Here, GluR1-c-tail expression transiently lowered the firing rate in the place field (the first two minutes) during novelty exposure (Figure 6). This observation may indicate that under normal conditions GluR1dependent synaptic plasticity rapidly potentiates excitatory synapses in a novel environment and that this potentiation enables principal cells to fire during the time window of disinhibition generated by the interneurons. Phase-Locked Firing to Slow Gamma Oscillations Reflects the Acquisition of New Information Synaptic plasticity has been regarded as a cellular mechanism for neurons to acquire new information. Based on this view, the involvement of synaptic plasticity in phase-locked firing during slow gamma oscillations, which we demonstrated in this study, suggests that the establishment of phase-locked firing during slow gamma oscillations may reflect the process of principal cells acquiring new information. Four observations support this possibility. First, we demonstrated that slow gamma oscillations in the CA1 area strengthen upon exposure to a novel environment and then are gradually reduced as rats become familiarized with the environment (Figure 4A). Second, GluR1-c-tail expression specifically blocked phase locking during the novel experience (Figures 4C and 4D). These two findings indicate that slow gamma oscillations and GluR1-dependent phase locking to them are associated with the novel experience during which principal cells would acquire spatial information and develop new spatially modulated firing patterns. Third, the impaired phase locking caused by GluR1-c-tail expression was accompanied by a deficit in the acquisition of spatial firing patterns by CA1 principal cells (Figures 5, 6, and 7). Finally, place field size was inversely correlated with the strength of phase locking to slow gamma oscillations (Figure 7B). The latter two observations suggest that phase locking to slow gamma oscillations is tightly coupled to spatial firing patterns, although further investigations are required to understand how these two aspects Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc. 1273



of neuronal firing are mechanistically linked. Interestingly, the correlation between the place field size and strength of phase locking was maintained in GluR1-c-tail hemispheres (Figure 7B). Intact correlation after the blockade of synaptic plasticity might be an indication that these two aspects of neuronal firing are not two independent phenomena regulated by GluR1-dependent synaptic plasticity but instead have a mechanistic relationship (Figure S8). Phase-locked firing to gamma oscillations has been considered important because it provides a brief time window in which multiple neurons fire closely in time. Such temporally aligned firings among a group of neurons facilitate their strong interactions in postsynaptic neurons (for example, spike timing-dependent synaptic plasticity and temporal summation). Our results added an important adjustment to this notion, by implementing the requirement of synaptic plasticity in slow gamma phase locking, which indicates that slow gamma phase locking is not a passive consequence of a network state, but may rather reflect that the neurons acquired new information. For example, de Almeida et al. (2009) proposed a winner-take-all type of mechanism associated with neuronal firing during gamma oscillations. In this mechanism, neurons that happen to have the strongest excitatory input win (fire and suppress firing of others) and take a strong influence on the network function. Our finding gives an interesting tweak in this mechanism by implementing that the winner neurons may be determined by synaptic plasticity during the acquisition of new information. According to this idea, phase locking to slow gamma oscillations may function as a two-step, non-linear process in which, first, synaptic plasticity creates a gradient among a group of neurons in terms of the strength of excitatory input associated with the acquisition of new information. Then, the winnertake-all mechanism further strengthens the influence of neurons which acquired stronger excitatory input. Such a non-linear mechanism would be efficient in giving distinct influence to the winner neurons in a way relevant with newly acquired information. Previous studies focused on gamma oscillations monitored in familiar environments or after the completion of learning and suggested the role of slow gamma oscillations in the retrieval of learned information (Bieri et al., 2014; Shirvalkar et al., 2010). Together with our present study, slow gamma activity may switch its roles depending on behavioral demands and support two memory functions: the acquisition process that requires GluR1-dependent synaptic plasticity and the retrieval process of the acquired information. The brain-wide phenomenon called ‘‘state-dependent memory’’ is well known and refers to the fact that the network state prevalent during the acquisition of a memory facilitates the retrieval of this memory. In the CA1 area, slow gamma oscillations may reflect the state in which memory acquisition and retrieval are facilitated. Role of Synaptic Plasticity in Information Flow in the Hippocampal Circuit A recent multi-site recording study indicated that slow and fast gamma oscillations represent distinct inter-regional coupling along two afferent pathways to CA1 (Colgin et al., 2009). The CA3 and CA1 areas show coherent slow gamma oscillations, and the fast gamma oscillations in MEC and the CA1 area are synchronized. Thus, the phase-locked firing of CA1 principal cells to 1274 Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc.



slow and fast gamma oscillations reflects the entrainment of these cells to upstream rhythms in CA3 and MEC, respectively. In this context, the present results indicate that GluR1-dependent synaptic plasticity determines information flow between sub-regions of the hippocampal-entorhinal circuit (Figure 8B). The transient increase of slow gamma power upon exposure to a novel environment (Figure 4A) suggests strengthened coupling between CA3 and CA1 areas, which has been reported during the exploration of novel objects (Trimper et al., 2014). The selective impairment in phase locking to slow, but not fast, gamma oscillations suggests that GluR1-dependent synaptic plasticity at CA3-CA1 synapses strengthens the control of CA1 output via input from CA3. Thus, slow gamma oscillations facilitate information flow in the CA3-CA1-MEC pathway. Intact phase locking to fast gamma oscillations may occur because CA1 pyramidal cells have fewer endogenous AMPA receptors in distal dendrites (which receive MEC inputs) than in proximal dendrites where CA3 axons terminate (Nicholson et al., 2006). The specific strengthening of influence from one pathway may modulate how input activity from multiple sources is integrated in the local CA1 circuit (Brun et al., 2008; Nakashiba et al., 2008), which would be required for rapidly establishing new firing patterns during novel experiences. The CA3-CA1 and MEC-CA1 pathways are implicated in distinct memory functions. As discussed above, slow gamma oscillations in the CA3-CA1 pathway may support the acquisition and retrieval of hippocampus-dependent long-term memory (Bieri et al., 2014; Carr et al., 2012; Montgomery and Buzsa´ki, 2007; Shirvalkar et al., 2010), and the MEC-CA1 pathway has been proposed to provide information regarding the current environment and temporally associated events through fast gamma oscillations (Colgin et al., 2009; Hafting et al., 2005; Kitamura et al., 2014; Suh et al., 2011; Yamamoto et al., 2014). The selective involvement of GluR1-dependent synaptic plasticity in phase-locked firing to slow gamma oscillations may reflect the distinct requirements of synaptic plasticity in these memory functions. Slow gamma oscillations in the CA3-CA1 pathway would require GluR1-dependent synaptic plasticity for entraining CA1 principal cells to slow gamma oscillations and to achieve the rapid acquisition of spatial memory. In contrast, fast gamma oscillations in the MEC-CA1 pathway may be able to recruit CA1 principal cells without the involvement of GluR1-dependent synaptic plasticity and work as a short-term memory buffer with persistent activity (Egorov et al., 2002; Yamamoto et al., 2014). Our results indicate a series of novelty-induced events that may underlie memory formation and identify GluR1-dependent synaptic plasticity as a key cellular mechanism (Figure 8). Novel experience induces slow gamma oscillations originating from CA3 area, and the oscillatory input from CA3 to CA1 area induces GluR1-dependent synaptic plasticity in CA1 pyramidal cells. This synaptic plasticity alters firing patterns of CA1 principal cells that are characterized by slow gamma phase locking and place field formation, and these GluR1-dependent changes may strengthen information flow through the CA3-CA1-MEC pathway. Accumulation of further insights into novelty-induced neural events at molecular, cellular, and circuit levels would be required to fully understand how the hippocampal-entorhinal circuit works in memory formation.



EXPERIMENTAL PROCEDURES Recombinant Adeno-Associated Viral Vectors High-titer rAAVs expressing either GFP-GluR1-c-tail or GFP were produced via the co-transfection of plasmids to AAV293 cells (Stratagene) using the calcium phosphate precipitation method (During et al., 2003; Hauck et al., 2003). Forty-eight hours after transfection, the viral vectors were purified with heparin affinity columns (1 ml HiTrap Heparin HP, GE Healthcare). The viral titers were determined via sandwich ELISAs (PROGEN). Slice Electrophysiology Male Long-Evans rats at 3 weeks of age were stereotaxically injected with rAAV into the dorsal CA1 area (3.7 mm posterior to the bregma, 2.4 mm lateral to the midline, and 2.25–2.35 mm ventral to the dura) under anesthesia. Coronal hippocampal slices of 400 mm thickness were prepared 14–18 days after the viral vector injection. fEPSPs evoked by Schaffer-collateral stimulation were recorded in the GFP-expressing portions of the dorsal CA1 stratum radiatum. The theta-burst stimulation protocol (8 trains of 4 pulses at 100 Hz separated by 200 ms) was used to induce long-term potentiation (Larson et al., 1986). Surgery and Multi-Tetrode Recordings rAAV microinjections into the dorsal CA1 area and tetrode/microdrive implants were stereotaxically performed in single surgeries under anesthesia. Male Long-Evans rats (500 ± 47 g) were injected with rAAVs (0.5 ml/site/hemisphere) into the stratum radiatum of the dorsal CA1 area (4.0 mm posterior to the bregma, 2.4 mm lateral to the midline, and 2.5 mm ventral to the dura). Four tetrodes assembled on a microdrive were implanted dorsal to the vector-injected CA1 areas. In seven of the 11 rats used for the unit recording experiments, the GFP or GluR1-c-tail vector was injected in each hemisphere, and the tetrodes were implanted bilaterally to obtain within-subject controls. Four of the rats were unilaterally injected with the GFP vector and unilaterally implanted in the injected side. Electrophysiological data from behaving rats were acquired using an Axona DacqUSB recording system (Axona). For unit recordings, the signals were amplified by a factor of 5,000–10,000 and were band-pass filtered between 600 and 6,000 Hz. The spike waveforms were sampled at 48 kHz (50 samples per spike, 8 bits/sample). The EEG signals were recorded from a tetrode located at the CA1 area together with unit activity. The signals were amplified by a factor of 1,000–2,000, low-pass filtered at 500 Hz, and sampled at a rate of 4,800 Hz (16 bits/sample). A notch filter was applied at 50 Hz. The rat locations were monitored by tracking two small light-emitting diodes on a headstage connected to a microdrive. Tracking was accomplished through an overhead camera at a sampling rate of 50 Hz. The rats were trained daily to forage in an open field (1 m 3 1 m) located in room A prior to and after surgery. At 30 ± 2 days after surgery, two sets of recording data used for the analysis were acquired from the rAAV-injected dorsal CA1 area. First, the rats foraged for six 10 min sessions in room A (familiar room experiment). A total of 119 units were recorded in the experiments. Of these, 67 and 16 units classified as principal cells in the GFP and GluR1-ctail groups, respectively, were included for analysis. Second, rats foraged in familiar room A and another open field located in room B (a novel room) for a total of 18 sessions (A1-6, B1-12 sessions). The recordings were performed sequentially in the order A-B-B-B-B-A, and each session was 10 min. This sequence was repeated at 6 and 24 hr after the initial sequence (novel room experiment). The numbers of principal cells analyzed were 58 and 36 in the 0 hr sessions, 62 and 32 in the 6 hr sessions, and 65 and 36 in the 24 hr sessions for the GFP and GluR1-c-tail groups, respectively. All recording sites were verified with post hoc histology. Analyses The units classified as principal cells were analyzed. For the spatial domain, the cell rate maps were constructed for each recording session as the Gaussian-kernel smoothed number of spikes divided by the duration spent in each spatial bin. Then, the parameters, including place field size, mean infield rate, and PV cross-correlation, were calculated using the rate maps. For phase locking, the EEG signals recorded from CA1 were band-pass filtered to extract slow (27–48 Hz) and fast (65–138 Hz) gamma oscillations. To quan-



tify the strength of spike phase locking to gamma oscillations, we calculated the mean resultant vector lengths of the spike phases. The data are shown as the mean ± SE of the mean unless otherwise stated. See the Supplemental Experimental Procedures for comprehensive methods. SUPPLEMENTAL INFORMATION Supplemental Information includes Supplemental Experimental Procedures and eight figures and can be found with this article online at http://dx.doi. org/10.1016/j.neuron.2015.05.012. AUTHOR CONTRIBUTIONS T.K. and A.T. conceived the experiments. T.K. performed all experiments and data analysis (except the slice electrophysiology); S.U. and Y.I. set up and performed the slice electrophysiology. M.F. performed the data analysis. N.K. performed the experiments. T.K. and A.T. wrote the manuscript. All authors discussed the results. ACKNOWLEDGMENTS We thank R. Malinow for providing the GluR1-c-tail plasmid; H. Makino for advice regarding the GluR1 constructs; V. Douchamps, K. Jezek, D. Derdikman, H.T. Ito, M. Uemura, and C.K. Young for comments on the manuscript; and T. Tashiro and C. Yoshii for their technical help. A.T. personally thanks J.K. Leutgeb, S. Leutgeb, and M.B. Moser for training in the unit recording technique and E.I. Moser and the members of the Moser lab, including K. Jenssen, I. Hammer, K. Haugen, and H. Waade, for their support while A.T. was learning the technique. This work was supported by the Research Council of Norway (FRIBIO, No. 197184, to A.T.); the European Research Council (No. 208132, to A.T.); Nanyang Technological University and University of Warwick (to A.T.); Grants-in-Aid for Science Research on Innovative Areas, ‘‘Mesoscopic Neurocircuitry’’ (No. 22115003, to Y.I.); and the Funding Program for Next Generation World-Leading Researchers (LS023, to Y.I.). Received: November 20, 2014 Revised: March 11, 2015 Accepted: April 28, 2015 Published: June 3, 2015 REFERENCES Ahmed, O.J., and Mehta, M.R. (2012). Running speed alters the frequency of hippocampal gamma oscillations. J. Neurosci. 32, 7373–7383. Allen, K., Gil, M., Resnik, E., Toader, O., Seeburg, P., and Monyer, H. (2014). Impaired path integration and grid cell spatial periodicity in mice lacking GluA1-containing AMPA receptors. J. Neurosci. 34, 6245–6259. Bach, M.E., Hawkins, R.D., Osman, M., Kandel, E.R., and Mayford, M. (1995). Impairment of spatial but not contextual memory in CaMKII mutant mice with a selective loss of hippocampal LTP in the range of the theta frequency. Cell 81, 905–915. Bartos, M., Vida, I., and Jonas, P. (2007). Synaptic mechanisms of synchronized gamma oscillations in inhibitory interneuron networks. Nat. Rev. Neurosci. 8, 45–56. Bieri, K.W., Bobbitt, K.N., and Colgin, L.L. (2014). Slow and fast g rhythms coordinate different spatial coding modes in hippocampal place cells. Neuron 82, 670–681. Brun, V.H., Leutgeb, S., Wu, H.Q., Schwarcz, R., Witter, M.P., Moser, E.I., and Moser, M.B. (2008). Impaired spatial representation in CA1 after lesion of direct input from entorhinal cortex. Neuron 57, 290–302. Buzsa´ki, G., and Wang, X.J. (2012). Mechanisms of gamma oscillations. Annu. Rev. Neurosci. 35, 203–225. Cain, D.P. (1997). LTP, NMDA, genes and learning. Curr. Opin. Neurobiol. 7, 235–242.



Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc. 1275



Carr, M.F., Karlsson, M.P., and Frank, L.M. (2012). Transient slow gamma synchrony underlies hippocampal memory replay. Neuron 75, 700–713. Chen, Z., Resnik, E., McFarland, J.M., Sakmann, B., and Mehta, M.R. (2011). Speed controls the amplitude and timing of the hippocampal gamma rhythm. PLoS ONE 6, e21408. Colgin, L.L., Denninger, T., Fyhn, M., Hafting, T., Bonnevie, T., Jensen, O., Moser, M.B., and Moser, E.I. (2009). Frequency of gamma oscillations routes flow of information in the hippocampus. Nature 462, 353–357. Csicsvari, J., Jamieson, B., Wise, K.D., and Buzsa´ki, G. (2003). Mechanisms of gamma oscillations in the hippocampus of the behaving rat. Neuron 37, 311–322. de Almeida, L., Idiart, M., and Lisman, J.E. (2009). A second function of gamma frequency oscillations: an E%-max winner-take-all mechanism selects which cells fire. J. Neurosci. 29, 7497–7503. During, M.J., Young, D., Baer, K., Lawlor, P., and Klugmann, M. (2003). Development and optimization of adeno-associated virus vector transfer into the central nervous system. Methods Mol. Med. 76, 221–236. Egorov, A.V., Hamam, B.N., Franse´n, E., Hasselmo, M.E., and Alonso, A.A. (2002). Graded persistent activity in entorhinal cortex neurons. Nature 420, 173–178. Fell, J., and Axmacher, N. (2011). The role of phase synchronization in memory processes. Nat. Rev. Neurosci. 12, 105–118. Frank, L.M., Stanley, G.B., and Brown, E.N. (2004). Hippocampal plasticity across multiple days of exposure to novel environments. J. Neurosci. 24, 7681–7689. Giese, K.P., Fedorov, N.B., Filipkowski, R.K., and Silva, A.J. (1998). Autophosphorylation at Thr286 of the alpha calcium-calmodulin kinase II in LTP and learning. Science 279, 870–873. Gray, C.M., Ko¨nig, P., Engel, A.K., and Singer, W. (1989). Oscillatory responses in cat visual cortex exhibit inter-columnar synchronization which reflects global stimulus properties. Nature 338, 334–337. Hafting, T., Fyhn, M., Molden, S., Moser, M.B., and Moser, E.I. (2005). Microstructure of a spatial map in the entorhinal cortex. Nature 436, 801–806. Harris, K.D., Csicsvari, J., Hirase, H., Dragoi, G., and Buzsa´ki, G. (2003). Organization of cell assemblies in the hippocampus. Nature 424, 552–556. Hauck, B., Chen, L., and Xiao, W. (2003). Generation and characterization of chimeric recombinant AAV vectors. Mol. Ther. 7, 419–425. Hayashi, Y., Shi, S.H., Esteban, J.A., Piccini, A., Poncer, J.C., and Malinow, R. (2000). Driving AMPA receptors into synapses by LTP and CaMKII: requirement for GluR1 and PDZ domain interaction. Science 287, 2262–2267. Kemere, C., Carr, M.F., Karlsson, M.P., and Frank, L.M. (2013). Rapid and continuous modulation of hippocampal network state during exploration of new places. PLoS ONE 8, e73114. Kentros, C., Hargreaves, E., Hawkins, R.D., Kandel, E.R., Shapiro, M., and Muller, R.V. (1998). Abolition of long-term stability of new hippocampal place cell maps by NMDA receptor blockade. Science 280, 2121–2126. Kitamura, T., Pignatelli, M., Suh, J., Kohara, K., Yoshiki, A., Abe, K., and Tonegawa, S. (2014). Island cells control temporal association memory. Science 343, 896–901. Kitanishi, T., Ikegaya, Y., Matsuki, N., and Yamada, M.K. (2009). Experiencedependent, rapid structural changes in hippocampal pyramidal cell spines. Cereb. Cortex 19, 2572–2578. Larson, J., Wong, D., and Lynch, G. (1986). Patterned stimulation at the theta frequency is optimal for the induction of hippocampal long-term potentiation. Brain Res. 368, 347–350.



Montgomery, S.M., and Buzsa´ki, G. (2007). Gamma oscillations dynamically couple hippocampal CA3 and CA1 regions during memory task performance. Proc. Natl. Acad. Sci. USA 104, 14495–14500. Morris, R.G., Anderson, E., Lynch, G.S., and Baudry, M. (1986). Selective impairment of learning and blockade of long-term potentiation by an Nmethyl-D-aspartate receptor antagonist, AP5. Nature 319, 774–776. Muller, R.U., Kubie, J.L., and Ranck, J.B., Jr. (1987). Spatial firing patterns of hippocampal complex-spike cells in a fixed environment. J. Neurosci. 7, 1935–1950. Nakashiba, T., Young, J.Z., McHugh, T.J., Buhl, D.L., and Tonegawa, S. (2008). Transgenic inhibition of synaptic transmission reveals role of CA3 output in hippocampal learning. Science 319, 1260–1264. Nicholson, D.A., Trana, R., Katz, Y., Kath, W.L., Spruston, N., and Geinisman, Y. (2006). Distance-dependent differences in synapse number and AMPA receptor expression in hippocampal CA1 pyramidal neurons. Neuron 50, 431–442. O’Keefe, J., and Dostrovsky, J. (1971). The hippocampus as a spatial map. Preliminary evidence from unit activity in the freely-moving rat. Brain Res. 34, 171–175. Pernı´a-Andrade, A.J., and Jonas, P. (2014). Theta-gamma-modulated synaptic currents in hippocampal granule cells in vivo define a mechanism for network oscillations. Neuron 81, 140–152. Reisel, D., Bannerman, D.M., Schmitt, W.B., Deacon, R.M., Flint, J., Borchardt, T., Seeburg, P.H., and Rawlins, J.N. (2002). Spatial memory dissociations in mice lacking GluR1. Nat. Neurosci. 5, 868–873. Resnik, E., McFarland, J.M., Sprengel, R., Sakmann, B., and Mehta, M.R. (2012). The effects of GluA1 deletion on the hippocampal population code for position. J. Neurosci. 32, 8952–8968. Shi, S., Hayashi, Y., Esteban, J.A., and Malinow, R. (2001). Subunit-specific rules governing AMPA receptor trafficking to synapses in hippocampal pyramidal neurons. Cell 105, 331–343. Shirvalkar, P.R., Rapp, P.R., and Shapiro, M.L. (2010). Bidirectional changes to hippocampal theta-gamma comodulation predict memory for recent spatial episodes. Proc. Natl. Acad. Sci. USA 107, 7054–7059. Suh, J., Rivest, A.J., Nakashiba, T., Tominaga, T., and Tonegawa, S. (2011). Entorhinal cortex layer III input to the hippocampus is crucial for temporal association memory. Science 334, 1415–1420. Thompson, L.T., and Best, P.J. (1990). Long-term stability of the place-field activity of single units recorded from the dorsal hippocampus of freely behaving rats. Brain Res. 509, 299–308. Trimper, J.B., Stefanescu, R.A., and Manns, J.R. (2014). Recognition memory and theta-gamma interactions in the hippocampus. Hippocampus 24, 341–353. Tsien, J.Z., Huerta, P.T., and Tonegawa, S. (1996). The essential role of hippocampal CA1 NMDA receptor-dependent synaptic plasticity in spatial memory. Cell 87, 1327–1338. Whitlock, J.R., Heynen, A.J., Shuler, M.G., and Bear, M.F. (2006). Learning induces long-term potentiation in the hippocampus. Science 313, 1093–1097. Wilson, M.A., and McNaughton, B.L. (1993). Dynamics of the hippocampal ensemble code for space. Science 261, 1055–1058. Womelsdorf, T., Schoffelen, J.M., Oostenveld, R., Singer, W., Desimone, R., Engel, A.K., and Fries, P. (2007). Modulation of neuronal interactions through neuronal synchronization. Science 316, 1609–1612. Yamamoto, J., Suh, J., Takeuchi, D., and Tonegawa, S. (2014). Successful execution of working memory linked to synchronized high-frequency gamma oscillations. Cell 157, 845–857.



Laszto´czi, B., and Klausberger, T. (2014). Layer-specific GABAergic control of distinct gamma oscillations in the CA1 hippocampus. Neuron 81, 1126–1139.



Zemankovics, R., Veres, J.M., Oren, I., and Ha´jos, N. (2013). Feedforward inhibition underlies the propagation of cholinergically induced gamma oscillations from hippocampal CA3 to CA1. J. Neurosci. 33, 12337–12351.



Mitsushima, D., Ishihara, K., Sano, A., Kessels, H.W., and Takahashi, T. (2011). Contextual learning requires synaptic AMPA receptor delivery in the hippocampus. Proc. Natl. Acad. Sci. USA 108, 12503–12508.



Ziv, Y., Burns, L.D., Cocker, E.D., Hamel, E.O., Ghosh, K.K., Kitch, L.J., El Gamal, A., and Schnitzer, M.J. (2013). Long-term dynamics of CA1 hippocampal place codes. Nat. Neurosci. 16, 264–266.



1276 Neuron 86, 1265–1276, June 3, 2015 ª2015 Elsevier Inc.



Neuron Supplemental Information



Novelty-Induced Phase-Locked Firing to Slow Gamma Oscillations in the Hippocampus: Requirement of Synaptic Plasticity Takuma Kitanishi, Sakiko Ujita, Mehdi Fallahnezhad, Naomi Kitanishi, Yuji Ikegaya, and Ayumu Tashiro



Inventory of Supplemental Information



Supplemental Figures and Legends Figure S1.



The spatial distribution of GluR1-c-tail expression was examined throughout the dorsal hippocampus and entorhinal cortex. Related to Figure 1.



Figure S2.



All recording sites were confirmed to be in the GFP-positive dorsal CA1 area. Related to Figures 2-8.



Figure S3.



Multi-tetrode unit recording and unit classification. Related to Figures 2-8.



Figure S4.



Gamma oscillations were analyzed separately for room A and room B. Related to Figures 2.



Figure S5.



Transient increase of slow gamma oscillations in a novel environment was not attributable to changes in running speed. Related to Figure 4.



Figure S6,



Impaired phase locking in a novel environment was not attributable to variance in the recorded spike numbers. Related to Figure 4.



Figure S7.



Place field size analysis with different definitions of place fields. Related to Figure 5.



Figure S8.



A potential interpretation of Figure 7, regarding how synaptic plasticity regulates phase locking and place field formation. Related to Figure 7.
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(Figure S1, continued)



Figure S1, related to Figure 1. Distribution of transgene expression. (A) The spatial distribution of GFP-GluR1-c-tail expression was examined in coronal sections throughout the dorsal hippocampus. GFP-positive cells were largely confined to the CA1 area and were sparsely found in the deep layers of the cerebral cortex dorsal to the hippocampus. Importantly, GFP-positive cells were rarely detected in the CA3 area, which sends afferent inputs to the CA1 area. The panel labelled as 0 µm indicates a section containing a trace of the virus injection site; the positive and negative numbers indicate the anterior and posterior distance from the injection site,
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respectively. The three images (-720, 0, and 720 µm) are color-merged and shown in Figure 1B. These images were used to construct Figures 1D and 1E. (B, C) Scarce GFP expression in the entorhinal cortex. (B) Potential retrograde transduction of the viral vector was examined in the entorhinal cortex ipsilateral to the GFP-GluR1-c-tail vector injection. Few GFP-positive cells (arrowhead) were detected. Green, GFP fluorescence; purple, DAPI. (C) GFP-positive cells (arrowheads) were counted in horizontal sections throughout the dorsoventral axis (one in every 10 sections, 400 µm apart), and the proportion of GFP-positive cells in the entorhinal cortex was estimated. One side of the entorhinal cortex contained 145 ± 62 GFPpositive cells (n = 4 hemispheres), which corresponds to 0.12% of all neurons in the entorhinal cortex layer III (approximately 250,000 neurons)(Mulders et al., 1997). The yellow boxes indicate the area corresponding to the image in (A).
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Figure S2, related to Figures 2-8. Detection of recording sites. The recording sites were verified with GFP fluorescent images (left) and cresyl-violet stained sections (right). All recording sites (red dots) were confirmed to be in the GFP-positive dorsal CA1 area. Each row represents images from a single rat (for a total of 11 rats). In 2 out of 18 hemispheres, GFP expression was also observed in the dentate gyrus; both of these were control hemispheres. Therefore, the GFP expression in the dentate gyrus is unlikely to affect neuronal activity in the CA1 area.
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Figure S3, related to Figures 2-8. Multi-tetrode unit recording and unit classification. (A) Spike cluster separation. (Left) Pairs of the four different amplitude values recorded in four channels in single tetrodes are plotted in six projections. The axes are labeled with the channel numbers (1-4). Well-separated groups of dots representing individual spikes (indicated by different colors) are classified as single units. (Right) A histogram of the inter-spike intervals from a unit classified as a principal cell (putatively recorded from a pyramidal cell) showing a clear refractory period (< 2 msec) followed by a large number of short inter-spike intervals (2-10 msec) caused by typical bursts of complex firing. Inset, mean spike waveforms (mean ± s.d.). (B) The units were classified into principal cells (red) or interneurons (blue) based on the mean firing rate, the spike width and the occasional presence of bursting (see the Supplemental Experimental Procedures). Each dot represents a single unit. Top and right: the distribution of spike width and mean rate, respectively. The dotted lines indicate the thresholds for unit classification. (C, D) The numbers of units (C) and of units classified as principal cells (D) per tetrode did not differ between the GFP and GluR1-c-tail hemispheres (P > 0.5 for both, two-sided, independent samples t-test).
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Figure S4, related to Figures 2. Additional analysis for gamma oscillations. Data in Figure 2 were analyzed separately for room A (sessions A1-6) and room B (sessions B1-12). (A) Powers of theta (left), slow gamma (middle) and fast gamma (right) oscillations were indistinguishable between GFP and GluR1-c-tail hemispheres in both rooms (P > 0.1 for each twosided, independent samples t-test). (B) The proportion of sampling time points in 30° phase bins for theta (left), slow gamma (middle), and fast gamma (right) oscillations in room A and B. No differences were detected between hemispheres (phase × hemisphere, P > 0.1 for each two-way repeated measures ANOVA). Note that all colors of symbols are overlapping.
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Figure S5, related to Figure 4. Running speed-independent increase of slow gamma power in a novel environment. (A) Relationships between running speed and power of theta (left), slow gamma (middle) and fast gamma (right) oscillations. Instantaneous LFP power (defined as the squared absolute value of Hilbert transform of bandpass-filtered LFP signals) within 200-ms time windows was compared with the running speed at the same time window. Power of slow gamma oscillations monotonically decreased as rats run faster (main effect of running speed, F4, 1000 = 259, P < 0.001, two-way repeated measures ANOVA), which was consistent with Ahmed and Mehta, 2012 and Kemere et al., 2013. Pooled analysis of sessions A1-6 and B1-12. (B) Running speed in familiar and novel environments. Running speed showed a significant increase transiently for the first two time points (two minutes) during the B1 session (time × session interaction, F18, 270 = 26, P < 0.001, two-way repeated measures ANOVA; **P = 0.009, *P = 0.023, compared with the same time points in the session A1, post-hoc Bonferroni test), which would reduce power of slow gamma oscillations if the power was solely regulated by running speed. Thus the observed increase of slow gamma power during B1 session (Figure 4A) cannot be accounted for by the change of running speed. (C) Minute-by-minute 9



relationship between slow gamma power and running speed during sessions A1 (left) and B1 (right). Across wide ranges of running speed, slow gamma power during the first minute of the session B1 was largest compared with the later time points in both GFP and GluR1-c-tail hemispheres. (D) The same analysis with (C) for fast gamma oscillations.
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Figure S6, related to Figure 4. Additional analyses of the strength of phase locking without bias caused by spike numbers. The values of the resultant vector length can be biased by the numbers of spikes included in the analysis. To exclude the possibility that the difference described in Figure 4D was caused by differences in the numbers of spikes, we performed two additional analyses: the resultant vector length with bootstrapping (Fujisawa et al., 2008) (A) and pairwise phase consistency (Vinck et al., 2010) (B). Both analyses confirmed the between-hemisphere difference in session B1 described in Figure 4D. (A) The resultant length after bootstrapping with fixed sample size. In session B1, the resultant length was higher in GFP hemispheres than GFP-c-tail hemispheres (session × hemisphere, F2, 1440 = 6.01, P = 0.003, two-way ANOVA). *P < 0.05, post hoc Bonferroni test. (B) Pairwise phase consistency. The pairwise phase consistency was higher in the GFP hemispheres than the GFP-c-tail hemispheres in session B1 (session × hemisphere, F2, 1440 = 6.07, P = 0.002, two-way ANOVA). *P < 0.05, post-hoc Bonferroni test. A, A1-6 sessions; B, B2-12 sessions.
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Figure S7, related to Figure 5. Place field size analysis with different definitions of place fields. (A) The size of place fields defined as contiguous spatial bins in which their firing rates were above differential thresholds between 10 to 90% of the peak rate (see the Supplemental Experimental Procedures). In sessions A1 and B9, the place field size did not differ between the hemispheres for any of the thresholds (between hemispheres, P > 0.1; threshold × hemisphere, P > 0.1, two-way repeated measures ANOVA). In sessions B1 and B5, the place field size was larger in the GluR1-ctail hemispheres compared with the GFP controls (threshold × hemisphere, P < 0.001, two-way repeated measures ANOVA; *P < 0.05, post hoc Bonferroni test). (B) Place field size with three different definitions (see the Supplemental Experimental Procedures). Significant differences in place field size were observed between hemispheres. * indicates P < 0.05 in the session × hemisphere interaction for both the two-way repeated measures ANOVA and post hoc Bonferroni test.
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Figure S8, related to Figure 7. A potential interpretation of Figure 7, regarding how synaptic plasticity regulates phase locking and place cell activity. In the possibility 1, synaptic plasticity regulates slow gamma phase locking and place field formation independently, but no other mechanistic link exists between the two phenomena (A). In this model, slow gamma phase locking and place field formation can be correlated through independent regulations by the common regulator, synaptic plasticity. The blockade of synaptic plasticity would compromise the inverse correlation between slow gamma resultant length and place field size because there is no other mechanistic link between them (B). In the possibility 2, slow gamma phase locking and place field formation are mechanistically coupled independently of synaptic plasticity, and synaptic plasticity regulates these two tightly coupled phenomena (C). In this model, the correlation between slow gamma resultant length and place field size would be intact after the blockade of synaptic plasticity because the correlation is mediated by other mechanistic links independent of synaptic plasticity As shown in Figure 7B, we found that the correlation was maintained in the GluR1-c-tail hemisphere; this result supports the possibility 2. A similar reasoning can explain the impaired correlation between fast gamma phase locking and place field size (Figure 7C) if we consider an unidentified factor X which links between them. If the link between place field size and X, but not between fast gamma phase locking and X, is dependent on GluR1-dependent synaptic plasticity, the
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correlations between fast gamma phase locking and place field size would be compromised by the blockade of GluR1-dependent synaptic plasticity.
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Supplemental Experimental Procedures



Plasmids The rAAV plasmids containing either the eGFP-GluR1-c-tail or the eGFP coding sequence were constructed with conventional molecular biological techniques and were verified through DNA sequencing. The eGFP-GluR1-c-tail plasmid was kindly provided by Dr. Roberto Malinow. The Ca2+/calmodulin-dependent protein kinase II (CaMKII) promoter sequence (1.3 kb) was obtained through PCR amplification from mouse brain genomic DNA using the following primers (Dittgen et al.,



2004):



5’-CATCGATCATTATGGCCTTAGGTCACTT-3’,



5’-



CGGATCCGCTGCCCCCAGAACTAGGGGCCACTCG-3’. The pAAV backbone was provided by Dr. Karl Deisseroth. The rAAV protein expression cassette contains a CaMKII promoter, the woodchuck hepatitis virus post-translational regulatory element (WPRE), and a human growth hormone (hGH) poly A signal flanked with inverted terminal repeat (ITR) sequences. The pXR1 plasmid was provided by the Gene Therapy Center at the University of North Carolina at Chapel Hill (Rabinowitz et al., 2002). The pAAV-RC and pHelper plasmids were obtained from the AAV Helper-Free System (Stratagene, La Jolla, CA).



Preparation of recombinant adeno-associated viral vector (rAAV) rAAVs with chimeric serotype 1/2 were produced via the co-transfection of four plasmids (see below) to AAV293 cells (Stratagene) using the calcium phosphate precipitation method (During et al., 2003; Hauck et al., 2003). The AAV293 cells were grown in culture medium at 37°C in a 5% CO2 humidified incubator. The culture medium was high glucose Dulbecco’s modified Eagle’s medium (Gibco, Renfrew, UK) supplemented with 10% fetal bovine serum (Gibco), MEM nonessential amino acids (Gibco), sodium pyruvate (Gibco), 100 U/ml penicillin and 100 µg/ml streptomycin (Gibco). One day prior to transfection, AAV293 cells were seeded into five tissue culture plates with a 15-cm diameter at 1.0-1.5 × 107 cells/dish in 25 ml of the culture medium without antibiotics, resulting in 70-80% confluency at the time of transfection. The transfections were performed with the pAAV-RC plasmid (11.3 µg/plate), the pXR1 plasmid (11.3 µg/plate), the pHelper plasmid (22.5 µg/plate) and either the pAAV-CaMKII-eGFP-GluR1-c-tail or the pAAV-CaMKII-eGFP plasmid (22.5 µg/plate). 15



The four plasmids were mixed with 0.3 M CaCl2 at 2.25 ml/plate, filtered through a sterilizing 0.2µm-pore filter (13 mm Acrodisc syringe filter, Pall, USA), mixed with 2× HBS buffer, 2.25 ml/plate (Tashiro et al., 2006), and then added to culture plates at 4.5 ml/plate. The medium was replaced 6 hours later with 20 ml/plate of antibiotic-containing fresh culture medium. Forty-eight hours after transfection, the cells were scraped off the dishes, collected via centrifugation at 200 × g for 10 min, washed with Dulbecco’s phosphate-buffered saline (DPBS, Gibco) and re-suspended in 10 ml/plate of 150 mM NaCl-20 mM Tris-HCl (pH 8.0). The cell suspension was incubated at 37°C for 60 min with 0.5% sodium deoxycholate and 50 U/ml benzonase nuclease (Novagen, Nottingham, UK). Cell debris was separated from the supernatant via centrifugation at 3,000 × g for 15 min. The supernatant was heated to 56°C for 15 min. The solution was then frozen in a dry ice/ethanol bath and thawed in a 37°C water bath, centrifuged at 3,000 × g for 15 min to remove cell debris again and filtered through a 0.45-µm-pore filter (32-mm Acrodisc syringe filter, Pall). The rAAV vector was then purified and concentrated with heparin affinity columns (1 ml HiTrap Heparin HP, GE Healthcare). A pre-equilibrated heparin column with 150 mM NaCl-20 mM TrisHCl (pH 8.0) was loaded with the rAAV-containing extract at a constant speed with a syringe pump (Harvard Apparatus, Edenbridge, UK) and washed with 20 ml of 100 mM NaCl/20 mM Tris-HCl (pH 8.0). rAAV was eluted from the column with a gradient of NaCl concentration as follows: 200 mM NaCl (1 ml), 300 mM NaCl (1 ml), 400 mM NaCl (1 ml), 450 mM NaCl (2 ml) and 500 mM NaCl (1 ml). Note that all NaCl solutions were buffered with 20 mM Tris-HCl (pH 8.0). The fractions of 300-500 mM NaCl were collected and further concentrated using centrifugal filter devices (Amicon Ultra-4, 100 K normal molecular weight limit, Millipore, Billerica, MA) at 3,000 × g to a final volume of less than 500 µl. The rAAV stock aliquots were stored at -80°C until use. For slice electrophysiology experiments, the aliquots were transported between laboratories on dry ice. The viral vector titers were determined using an AAV2 titration ELISA system (PROGEN, Heidelberg, Germany). Three batches of vectors were used. The titers of rAAV-CaMKII-eGFP were 1.6 × 1013, 3.8 × 1013 and 0.4 × 1013, and those of rAAV-CaMKII-eGFP-GluR1-c-tail were 2.1 × 1013, 3.0 × 1013 and 0.6 × 1013 assembled physical particles/ml.



Slice electrophysiology Male Long-Evans rats at three weeks of age were stereotaxically injected with rAAV under anesthesia with xylazine (10 mg/kg, i.p.) and somnopentyl (40 mg/kg, i.p.). The skull was exposed, 16



and small craniotomies were performed above the hippocampus. For each injection, 1.0 µl of either rAAV-CaMKII-eGFP-GluR1-ctail or rAAV-CaMKII-eGFP vector was injected into the dorsal CA1 area (3.7 mm posterior to the bregma, 2.4 mm lateral to the midline and 2.25-2.35 mm ventral to the cortical surface) using a microsyringe (800 RN, Hamilton, Bonaduz, Switzerland) at a speed of 0.3 µl/min. At 14-18 days after the viral vector injection, the rats were anesthetized with diethyl ether and decapitated. The brain was immersed in ice-cold modified artificial cerebrospinal fluid (ACSF) consisting of (in mM) 27 NaHCO3, 1.4 NaH2PO4, 2.5 KCl, 0.5 ascorbic acid, 7.0 MgSO4, 1.0 CaCl2 and 222 sucrose saturated with 95% O2 - 5% CO2. Coronal hippocampal slices of 400 μm thickness were cut using a vibratome (Vibratome 3000, Vibratome, St. Louis, MO) and maintained for 30 min at 37°C and then for at least 90 min at room temperature in normal ACSF consisting of (in mM) 126 NaCl, 26 NaHCO3, 3.5 KCl, 1.25 NaH2PO4, 1.3 MgSO4, 2.0 CaCl2 and 10 glucose saturated with 95% O2 - 5% CO2. The slices were transferred to a recording chamber continuously perfused with ACSF at room temperature. The slices with GFP expression in the dorsal CA1 were selected. The stimuli were delivered through a bipolar tungsten electrode, and the field excitatory postsynaptic potentials (fEPSPs) were recorded using glass pipettes filled with ACSF. The electrode and pipette were carefully placed in the stratum radiatum of CA1 to maintain the same distance (< 100 μm) from the pyramidal cell layer. For test pulses, a 100-μs duration pulse was given every 1 min. The stimulus intensity was set at approximately 30% of maximum response and ranged from 20-50 µA. The theta burst stimulation protocol (8 trains of 4 pulses at 100 Hz separated by 200 ms) was used to induce long-term potentiation (Larson et al., 1986). The electrophysiological data were acquired using pClamp 9 (Molecular Devices, Sunnyvale, CA). The signals were low-pass filtered at 2 kHz and digitized at 20 kHz. The changes in fEPSP were expressed as the percent change in the initial slope relative to the mean of the baseline period.



Subjects for multi-tetrode unit recording Eleven adult male Long-Evans rats were used (500 ± 47 g, 3.4 ± 0.8 months, mean ± s.d. on the day of surgery) for unit recordings. The rats were trained to perform a food foraging task in an open field in room A prior to surgery. Then, in single surgeries, seven of the rats were bilaterally injected with rAAV-CaMKII-eGFP-GluR1-ctail to the CA1 area in one hemisphere and rAAV-CaMKII-eGFP 17



vector in the other and bilaterally implanted with two microdrives carrying four tetrodes aimed at the transduced CA1 areas. Four of the rats were unilaterally injected with rAAV-CaMKII-eGFP vector and unilaterally implanted in the injected side. After a recovery period, pre-training of the foraging task in room A was resumed and performed daily until the final recording experiments and subsequent perfusion fixation. The rats were housed individually in transparent plastic cages (45 × 30 × 35 cm) and were maintained under 12-h light/dark cycles. Behavioral training and unit recordings were performed during the dark phase. During the training period, the rats were fooddeprived to maintain 85-95% of their free-feeding body weight.



Surgical procedures The rAAV microinjection and tetrode implantation were stereotaxically performed in single surgeries while the rats were deeply anesthetized with either equithesin (1 ml/250 g body weight) or isoflurane (Isoba Vet, Intervet/Schering-Plough Animal Health, Lysaker, Norway). Small craniotomies were performed above the central part of the dorsal hippocampus, and the rAAV vectors were injected into the stratum radiatum of the dorsal CA1 area (4.0 mm posterior to the bregma, 2.4 mm lateral to the midline, 2.5 mm ventral from the cortical surface) with a microsyringe (800 RN, Hamilton). A volume of 0.5 µl of vector-containing solution was injected into the CA1 area in each hemisphere at a rate of 0.3 µl/min. Four tetrodes were assembled on a microdrive and implanted aiming at the vector-injected CA1 areas. The tetrode tips were placed on the cortical surface at AP 3.8-4.2 mm and ML 2.9-3.1 mm and inserted 1.5 mm into the brain at an angle of 10 degrees (medial direction relative to the DV axis). For one microdrive, the tetrodes were placed on the cortical surface at AP 4.0 mm and ML 2.4 mm and inserted 1.5 mm into the brain parallel to the DV axis. The microdrives were fixed to the skull with 7 to 9 stainless steel screws and dental cement (Meliodent, Heraeus Kulzer, Hanau, Germany). Three skull screws above the frontal cortex served as grounds. Each tetrode was constructed from four twisted polyimide-coated 90% platinum/10% iridium wires (17.8 µm diameter, California Fine Wire, Grover Beach, CA). The electrode tips were plated with platinum prior to implantation to reduce impedances to 200-300 kΩ at 1 kHz.



Data acquisition
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Electrophysiological data from behaving rats were acquired using an Axona DacqUSB recording system (Axona, Herts, UK). The signals from the brain were amplified with a unity gain amplifier connected to the pre-amplifier module of the recording system. To support free rat movement, the weight of the recording cables was counterbalanced with a weight pulling up on the cables. At least two recovery days after surgery were allowed before the rats resumed the foraging task training. The tetrodes were daily lowered toward the CA1 area in steps of ≤50 μm until we found well separated, theta-modulated, large-amplitude, low-frequency and occasionally bursting units at depths of approximately 2.0 mm. Typical local field potential (LFP) signals in or near the hippocampus, theta oscillations and sharp wave/ripples were used as additional guides to determine the approximate locations of the tetrode tips relative to the CA1 pyramidal cell layer (Ylinen et al., 1995). For unit recordings, the signals were amplified by a factor of 5,000-10,000 and band-pass filtered between 600 and 6,000 Hz. The signals from each channel of a tetrode were subtracted by the signals from a channel from another tetrode with the lowest noise and the least frequency of large-amplitude events to minimize movement artifacts. Spike time and waveforms were saved as data when their amplitudes were higher than the threshold (typically 50-55 µV) set by the experimenter, which was several-fold greater than the background noise. The spike waveforms were sampled at 48 kHz (50 samples per spike, 8 bits/sample). For each hemisphere, the LFP signal was recorded against animal ground from a tetrode located at the CA1 area together with unit activity. The signals were amplified by a factor of 1,000-2,000, lowpass filtered at 500 Hz and sampled at a rate of 4,800 Hz (16 bits/sample). A notch filter was applied at 50 Hz. The rat locations were monitored by tracking two small light-emitting diodes on a headstage connected to a microdrive. Tracking was accomplished through an overhead camera at a sampling rate of 50 Hz. In the obtained image, a pixel represents 3 mm of physical distance.



Behavioral procedures The rats were trained daily to forage for crumbs of chocolate cereal in an open field for 10 days or longer prior to surgery and for 2-4 weeks after surgery. The enclosure used for the training was a black square open field (100 cm × 100 cm; 50 cm high) located in room A. The room light was dim 19



to facilitate exploring behavior. No curtain was placed around the open field. The training consisted of two or more 10-minute sessions per day in the open field. Chocolate cereal crumbs were scattered over the entire enclosure whenever all the previously scattered crumbs had been collected. Between training sessions, the animals rested for approximately 5 min on a clay pot covered by a towel on a pedestal. All 11 rats used for unit recording were subjected for the same sets of final recording experiments performed 30 ± 2 days after viral vector injection as described below. Familiar room experiments On the days of the final recording experiments, the tetrodes were not moved to ensure stable recordings. The rats foraged for six sessions in an open field in the familiar room A (the same enclosure used during previous training sessions). Each session was 10 min long, and the rats rested for 5 min between sessions. A total of 119 units were recorded in the experiments. Of these, 67 and 16 principal cells (described below) in the GFP and GluR1-c-tail groups, respectively, were included for the analysis according to the unit classification criteria described below. Novel room experiments The rats foraged in familiar room A and novel room B for a total of 18 sessions. The rats had never been exposed to room B prior to the experiment. The recordings were performed sequentially in the order of A-B-B-B-B-A, and each session lasted for 10 min (the rats rested on a pedestal for 5 min between sessions). This sequence was repeated at 6 and 24 hours after the initial sequence. Between sequences, the rats were returned to their home cages. The enclosures in rooms A and B were identical; however, the two recording rooms were distinguishable due to nearby objects within the room. A partition was placed between the enclosure and the pedestal so that the rats could not see the enclosures prior to or between the recording sessions. The numbers of principal cells analyzed were 58 and 36 in the 0-hour sessions, 62 and 32 in the 6-hour session and 65 and 36 in the 24-hour sessions for the GFP and GluR1-c-tail groups, respectively.



Spike sorting and unit classification The recorded spikes were sorted into different units (corresponding to the activity of individual neurons) with the graphical cluster-cutting software Tint (Axona Ltd, St. Albans, UK) using spike amplitudes and waveforms as the criteria. The clusters with a clear refractory period (< 2 msec) in the auto-correlograms were accepted (Harris et al., 2000). The cluster pairs with large asymmetric 20



peaks in cross-correlograms were merged because spikes in a burst demonstrate decreasing amplitudes that can cause erroneous sorting of the spikes into separate clusters (Harris et al., 2000). To estimate the quality of cluster separation, the isolation distance was calculated for each cluster (Schmitzer-Torbert et al., 2005). A cluster that was distant from the other recorded spikes in the multidimensional cluster space composed of spike amplitudes and waveforms received a high value, and clusters with an isolation distance of less than 10 were excluded from the analyses. Examples of spike sorting are provided in Figure S3. The units were classified as principal cells (putatively recorded from pyramidal cells) if they satisfied all of the following criteria: mean spike width (duration from spike peak to trough) greater than 0.2 msec, mean firing rate between 0.1 Hz to 5 Hz and the occasional presence of burst firing. The units were classified as interneurons if the mean firing rate was more than 5 Hz.



Analysis in the spatial domain Rate maps The spatial firing patterns of individual principal cells were examined by constructing a rate map for each session (Leutgeb et al., 2005). A rate map consisted of firing rates at spatial bins x (bin width, 5 cm), which were calculated as the number of spikes in each spatial bin divided by the duration spent in each spatial bin (both the numerator and denominator were individually smoothed with kernel density estimation, and 0.0001 was added to avoid division by zero): n
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where n is the number of spikes, si is the location of the i-th spike, T is the duration of the recording, y(t) is the location of the rat at time t, h is a Gaussian smoothing factor (set to 5 cm) and g is the twodimensional Gaussian kernel:
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The peak rate of each principal cell was defined as the highest firing rate observed in any spatial bin of the rate map in a recording session. Detection of place fields 21



A place field was defined in a rate map with a peak rate of > 1 Hz as contiguous spatial bins with a total area of ≥ 200 cm2 that consisted of a bin with the peak rate and bins with firing rates above a threshold of 20% of the peak rate (adapted from (Fyhn et al., 2004)). This definition was used for all analyses except for those in Figure S7. In Figure S7, various field size definitions were used as follows. In Method 1, the firing rate threshold varied between 10 and 90% of the peak rate instead of the fixed threshold of 20%. For each threshold, a place field was determined as contiguous spatial bins, including the bin of peak rate > 1 Hz irrespective of the total area. In Method 2, multiple place fields were sequentially determined in each rate map. The first place field was defined as described above as contiguous bins including a bin with a peak rate with a total area of ≥ 200 cm2 and a threshold of 20% of the peak rate. If the highest rate outside of the first place field was > 1 Hz, the next field was similarly defined as a contiguous area of ≥ 200 cm2 with 20% of the highest rate bin exclusively using bins outside of the first place fields. This procedure was repeated until a bin with the highest rate outside the place fields was < 1 Hz. The field sizes were defined as the sum size of all place fields. In Method 3, all bins with a firing rate higher than 0.5 × the mean rate were defined as place fields irrespective of bin contiguity (McHugh et al., 1996). The place field size was expressed as the sum area of the bins. In Method 4, all bins with a firing rate higher than 0.1 × peak rate were defined as place fields irrespective of the contiguity (McHugh et al., 1996). The place field size was defined as the summed area of the bins. Mean infield rate The mean infield/outfield rate was calculated to examine the minute-by-minute development of the spatial firing pattern. Using a pair of tests and the reference sessions listed below, the eventual place field of each principal cell was determined from the rate map of the reference session. The 10-min test session was then split offline into 5 × 2-min blocks (0-2 min, 2-4 min, etc.), and the mean rate within or outside the eventual place field was calculated for every 2-min block. For the novel environment, the B1 and B4 sessions were used for the test and reference sessions, respectively. For the familiar environments in Figure 6D, pairs of B5 and B8, B9 and B12, A1 and A2, A3 and A4, and A5 and A6 sessions were used for the test and the reference sessions, respectively. 22



Population vector cross-correlation The similarity of spatial firing patterns among two sessions was examined with a population vector cross-correlation analysis (Leutgeb et al., 2005). For each session, all rate maps of the principal cells recorded from the GFP or GluR1-c-tail hemispheres of all animals were stacked in a threedimensional matrix. The x and y spatial axes represent the open field, and z represents the cell numbers. The matrix size was thus 20 bins × 20 bins × number of cells, and a population vector was constructed for each bin (the firing rates of all cells in the bin). The cross-correlational values between two sessions were calculated for each bin as a normalized dot product of two population vectors from the two sessions. An overall cross-correlational value was calculated as a mean of the cross-correlational values of all of the bins. To investigate the minute-by-minute development of spatial firing patterns in a novel environment, session B1 was split into 2-min blocks, and population vector cross-correlations between each block and session B4 were calculated. For the familiar environment in Figure 6E, Sessions A1, A3, A5, B5 and B9 were split into 2-min blocks, and the population vector cross-correlations between each block from sessions A1, A3, A5, B5 and B9 and sessions A2, A4, A6, B8 and B12 were calculated. Mean spatial information Spatial information (bits/sec) was calculated in each session to examine the amount of information regarding spatial location conveyed by a unit per second as follows:
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where pi is the proportion of time spent in bin i, λi is firing rate in bin i and λ is the mean firing rate (Skaggs et al., 1993). The values of spatial information from the same unit were averaged across repeated recording sessions in the same enclosure to obtain the mean spatial information. Spatial correlation The spatial firing similarity of the same principal cell among two sessions was estimated using spatial correlation. The spatial correlation was calculated for each cell as a correlation coefficient of the firing rates in corresponding bins of the pair of rate maps for the two sessions. Bins visited for less than 150 ms in either room were excluded to avoid artifacts in the correlation measure (Fyhn et al., 2004).



23



Analysis in the temporal domain Phase-locking of spikes to gamma oscillations To investigate spike timing along gamma oscillations, an acausal band-pass filter was applied offline to the signals of local field potential (LFP) in the slow (27-48 Hz passband) and fast (65-138 Hz passband) gamma frequency ranges. The low cut-off stopband was the low passband minus 2 Hz; the high cut-off stopband was the high passband plus 2 Hz. The slow and fast gamma phases at every LFP sampling point were calculated as a phase angle of the Hilbert transform of the filtered LFP signals (Matlab, MathWorks). Every recorded spike in each session was assigned a spike phase θj, where j denotes the j-th spike. The mean resultant vector r was calculated as: r  j expi j  N



where N is the total number of spikes. The strength of phase locking (resultant length) was defined as |r|. Theoretically this value ranges from 0 to 1. The value is zero if the phases are uniformly distributed along the phases of gamma oscillations, while it is one if all spikes fire at the exactly same phase. In practice, the values for individual cells are distributed mostly in the range of 0-0.2 as shown in Figure 7B, C. The mean firing phase was defined as arg(r). The spike phase counts of each cell in each session were sorted into 30° (or 45° for Figure 7) phase bins, normalized so that the sum across bins became 1 and averaged across cells for group comparison. The trough of gamma oscillation was defined as 0/360°. Two-hundred sets of surrogate data were generated by randomly assigning spike phases while keeping the number of recorded spikes. The chance level of resultant length was estimated as the averaged resultant length of the surrogate data. Bootstrapping with fixed-sample number The resultant vector length can be positively biased when calculated from fewer spikes (Vinck et al., 2010). To exclude the bias due to the variance of spike numbers recorded, we performed bootstrapping with a fixed number of samples (Fujisawa et al., 2008). For each cell, a resultant length was calculated from 60 spikes (corresponding to 0.1 Hz in a 10-min session), which were randomly sub-sampled from all spikes generated by the cell without replacement. The sub-sampling was repeated 100 times to utilize all available data; then, the 100 resultant length values were averaged to obtain the cell’s bootstrapped resultant length. A numerical simulation with a uniform phase distribution (i.e., resultant length = 0) estimated the chance level of the bootstrapped resultant length as 0.11. 24



Pairwise phase consistency The strength of phase locking was also estimated with pairwise phase consistency, which has been proposed as another statistical method to reduce bias caused by spike number variance (Vinck et al., 2010). The phases of firing along oscillation were transformed into two-dimensional unit vectors (cos  , sin  ). Then, for each cell, the pairwise phase consistency γ was defined as a mean of the dot products of all given pairs of the unit vectors:







N 1 N 2   cos j cos k   sin j sin k  , N N  1 j 1 k  j 1



where N is the number of spikes and θj and θk are phases of j-th and k-th spikes, respectively. LFP power The power spectral density of LFP signals was estimated through an autoregressive model for either the whole 10-min session or a 1-min block of the session (Fyhn et al., 2002). The order of the autoregressive model was set to 30. Theta (6-10 Hz), slow gamma (25-50 Hz) and fast gamma (65140 Hz) powers were estimated as the areas under the curve of power spectral density functions in the corresponding frequency ranges.



Histology After the final recording experiments were completed, the rats were perfused intracardially with saline and 4% paraformaldehyde in 0.1 M phosphate buffer after an overdose of isoflurane and pentobarbital. The tetrodes were removed from the brains before the brains were removed from the skulls to leave the electrode tip locations intact. The brains were stored in the same fixative overnight at 4°C and then stored in 30% sucrose in phosphate-buffered saline (PBS) for more than 48 hours at 4°C. To verify that data from final recording experiments were collected from the virus-transduced CA1 area, the brains were frozen, coronally sectioned into 40-μm thick slices, which were mounted on gelatine-coated slides with a water-soluble mounting medium and cover slips. Every section through the relevant part of the dorsal hippocampus was collected, and the posterior part of the brain, including the entorhinal cortex, was stored for examining possible retrograde viral transduction. The distribution of viral transduction (GFP-positive area) was determined by fluorescent images taken 25



with an Axio Scope A1 microscope (Zeiss, Oberkochen, Germany) equipped with a 5× objective. Then, after removing the coverslips, the sections were stained with cresyl violet to determine the recording sites. Brightfield images were captured at the same regions of interest with the same microscope. The recording sites were determined as the ventral end of tissue traces caused by the tetrodes. All recording sites were confirmed to be located in or near the pyramidal cell layers of the GFP-positive CA1 areas (Figure S2). To examine the cell-type selectivity of viral transduction, the 40-µm-thick coronal sections were stained as floating sections for the interneuron marker GAD67 and a neuronal marker, fluorescent Nissl. The sections were blocked with 2% donkey serum without detergent for 30 min, incubated with mouse monoclonal anti-GAD67 antibody (1:500, MAB5406, clone 1G10.2, Millipore) overnight and then incubated with anti-mouse IgG antibody Dylight 549 (1:500, Jackson ImmunoResearch, Suffolk, UK) and NeuroTrace 435⁄455 blue fluorescent Nissl stain (1:50, Invitrogen, Renfrew, UK) for 2 h. All incubation steps were followed by three washes with PBS. The stained sections were mounted on slides with a mounting medium. Fluorescent images at single cell resolution (0.58 µm/pixel) spanning the whole dorsal hippocampus and cortical areas dorsal to the hippocampus were captured using a tile scanning function of an LSM510 confocal microscope equipped with a 20× objective and 405, 488 and 561 nm lasers (Figure 1, Figure S1A). The GAD67positive and Nissl-positive cells were classified as interneurons, and the GAD67-negative and Nisslpositive cells were classified as excitatory pyramidal neurons. The proportion of GFP-positive cells in each cell type was calculated. To examine the extent of retrograde transduction in the entorhinal cortex, the posterior part of the brain was cut horizontally into 40-µm thick sections and stained for cell nuclei with DAPI (0.2 µg/ml, Invitrogen). Fluorescent images for eGFP and DAPI were captured through the dorsoventral entorhinal cortex and tiled manually, and then the number of GFP-positive cells was counted. GFPpositive cells were rarely observed in the medial and lateral entorhinal cortex (Figures S1B, S1C), and the fluorescent intensity of GFP-positive cells was several-fold lower than that of the CA1 pyramidal cells around the viral vector-injected areas.



Statistics Linear statistics were performed with PASW statistics software (IBM SPSS). Circular statistics were performed with the CircStat Matlab toolbox (Berens, 2009). The permutation test described below 26



was run in a custom-written Matlab code. Test of the difference between two independent correlation coefficients was performed as described previously to examine whether two correlation coefficients obtained from independent samples are equal (Cohen and Cohen, 1983). The values are reported as the mean ± standard error of the mean in all figures and texts unless otherwise specified. Permutation test A permutation test was performed to compare the strength of phase locking between two populations of neurons. Given the list of normalized spike counts of individual principal cells from the original recording data, the cell labels (GFP or GluR1-c-tail) assigned to each cell’s data were randomly permuted. The averaged normalized spike counts of GFP and GluR1-c-tail groups were then calculated with the permuted assignment. The difference of resultant vector length of the two normalized spike counts was computed as a statistic. This permutation procedure was repeated 100,000 times to estimate a p value.
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