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Semi-nonparametric Estimation of First-Price Auction using Simulated Method of Moments∗ Herman J. Bierens†and Hosin Song‡ July 17, 2006



Abstract In this paper, we study the first-price auctions under the IPV paradigm. We consider the identification problem particularly when the support of bidders’ values has no upper bound. We prove the identification of values distribution nonparametrically when the reserve price is binding and non-binding respectively. Following the way the identification is proved, we estimate the density function of bidders’ values using a SNP-SSMM(semi-nonparametric sieve simulated method of moments) estimation. Our proposed estimation method uses a wellknown property of a characteristic function that two distributions are equivalent if and only if both characteristic functions are equal for all real values. With the construction of the semi-nonparametric specification of density functions on the unit interval as well as an initially guessed density, we can approximate any density function which can be expressed in nuisance parameters. We can draw simulated private ∗
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values randomly from each density estimator and the corresponding simulated bids. Based on these simulated bids, we can have a squared the distance between empirical characteristic functions of simulated bids and sample bids for each real number. In this paper, we propose integrating the squared distance function on the compact set on R. We can find the nuisance parameter estimates which make the integration be minimized. The resulting density estimator is consistent since basically we use the infinite number of moment conditions. Keywords: Accept-reject method, empirical characteristic function, first-price auction, identification, independent private values, integrated moment condition, Legendre polynomials, Monte-carlo experiment, semi-nonparametric model, sieve estimation, simulated value, simulated bid, simulated method of moments, weak convergence



1. Introduction Structural estimation approaches have been receiving a lot of attention since they are attractive in that they use the economic theory. The auction has been one of the main subjects in the structural approaches because the auction related theory has developed well as well as many auction data is available. In this paper, we will study the first-price auction with independent and private values. This paper starts from two main motivations. The first has something to do with the restriction of the upper bound of bidders’ private values. The second is to propose a new estimation method which is more reliable estimation method of bidders’ private values than nonparametric method using a kernel. We can think that a bidder’s valuation for a particular object is diverse. For example, we can observe that a winner’s bid is much higher than the other losers’s bids in an auction of an art or antique.1 Such a big difference between winning bid and losing bids reflect that the private values distribution may 1



Usually, ascending auctions are preformed in auctions of arts or antiques.
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have a very wide support.2 Therefore, it can be desirable to avoid setting the upper bound to be finite unless we have any certain prior information about the upper bound of private value. We also address a more reliable estimation method to recover the private values distribution from the bids in the paper.3 The other contributions of this paper are as follows. First, we address the identification problem in a first-price auction under more general assumptions. Other approaches by Donald and Paarsch (1996) and Guerre, Perrigne and Vuong (2000) which address the identification problem of a first-price auction assume that the support of bidders’ value distribution is bounded from below and above. However, we show that the identification of the distribution of values can be obtained even when the support has no 2



In the sense of the information, the knowledge of a private value distribution on the whole support is more helpful to the mechanism designer than that on the subset of the support. 3 Some people might think of the nonparametric approach using a kernel which is proposed in Guerre, Perrigne and Vuong (2000). Our proposed estimator is more reliable than the nonparametric estimation using a kernel in the following sense. Guerre, Perrigne and 1 Λ(b) Vuong (2000) draw a simple relationship between bids and private values v = b + I−1 λ(b) where v is a private value, b is a corresponding bid, Λ is a distribution function of bids and λ is an associated density function. From observed bids, they recover the private values ˆ 1 Λ(b) . Then, which are called pseudo-private values via a kernel estimation v˜ = b + I−1 ˆ λ(b) they estimate the distribution of private values using the pseudo private values v˜’s via a kernel estimation again. Hence, their proposed method depends heavily on the assumption ˆ that their estimate Λ(b) is true for all b. But, it seems difficult that the assumption holds ˆ λ(b) ˆ because of the sensitivity of density estimate λ(b). To solve the problem, they introduce a trimming of some estimates that seem to be extreme values. This trimming process basically comes from the assumption of the bounded support of private values. Without ˆ assuming that Λ(b) is true, we propose an alternative approach which can test if a given ˆ λ(b) private values density estimator is believed to generate the observed bids. Our approach ˆ ˆ 1 Λ(b) is asking that if Λ(b) recover v˜ by v˜ = b + I−1 , then the equilibrium bids β(˜ v )’s have ˆ ˆ λ(b) λ(b) ˆ



again. By trying another density candidate, we can find the best estimator to recover Λ(b) ˆ λ(b) which is believed to generate the sample bids. Simply saying, our proposed try all possible density estimator while the non-parametric estimator in Guerre, Perrigne and Vuong (2000) use the fixed density estimator. In this sense, our proposed semi-nonparametric simulated method of moments estimation can give us more reliable information for the private values distribution than nonparametric estimation.
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upper bound. To our knowledge, this is a new approach which assumes the unbounded support of the distribution explicitly. In this paper, we consider two possible cases. The first case is a first-price auction with a non-binding reserve price while the second one is a binding reserve price case. Second, we propose a new estimation method following a semi-nonparametric approach. To be more specific, suppose that the true distribution of bidders’ value is F , the estimation of which is our primary interest. Then, we can specify F (v) = H(G(v)), where G(v) is an initial guess for the true distribution by an econometrician and H(u) is an unknown distribution on the unit interval.4 Under this semi-nonparametric specification, we can estimate the density function of values f by estimating a density h with the use of the relationship f (v) = h(G(v)) · g(v).5 We call a density h semi-nonparametric (SNP) density. We use the orthonormal Legendre polynomials to construct the SNP distribution H and its density h on the unit interval to approximate the true distribution and density. Third, we use a simulated method of moment to estimate the SNP density h(u). The moment condition comes from the well-known fact that if two characteristic functions are the same, then their distributions are the same and vice versa. Here we use the empirical characteristic function of sample bids and simulated bids. Using a polynomial representation of orthonormal Legendre polynomials on unit interval, we can approximate arbitrary density function on the unit interval and get the simulated bids from the approximated density function. The nuisance parameters associated with the approximation is an infinite series. So we need to use an infinite number of moment conditions to estimate those parameters consistently. It can be done by using the empirical characteristic function of sample bids and simulated bids. Fourth, we show the consistency of a density estimator via SNP density. 4



For this representation, the support of F should be contained in that of G. Of course,



F and G are absolutely continuous with respect to Lebesgue measure with its density f and g respectively. Hence, so is H with h. 5 Bierens (2005) proposed a semi-nonparametric method using Legendre polynomials and applied it to the mixed proportional hazard model and the ordered probability models.



4



Moreover, assuming that the polynomial order related to SNP density is finite, we propose the adaptive procedure for the selection of polynomial order which is robust to either an over-parameterized case and an underparameterized case asymptotically. Finally, we do not have a boundary problem which occurs in the estimation using a kernel.6 It follows from the semi-nonparametric property of our estimation.7 The boundary problem in kernel methods basically comes from the small number of observations near the tail of the support. But, our method does not suffer from it directly because the initial guessed distribution G(v) can play a role of parametric specification. Moreover, we are not concerned with the trimming of simulated values like in kernel density estimation in Guerre, Perrigne and Vuong (2000), since our proposed estimator can accommodate any sufficiently large support via verification process. This paper is organized as follows. In section 2, we address the identification problem and prove the identification of private values distribution after we introduce the equilibrium bidding function in Riley and Samuelson (1981). The identification problem will be discussed depending on the seller’s reserve price: whether it is not binding or binding. Based on those identification results, we introduce our proposed SNP-SSMM estimator in section 3. First, we propose a simulated method of moment using an empirical characteristic function of sample bids and simulated bids. Next, we briefly introduce the orthonormal Legendre polynomials which are the basis of the density function space on the unit interval and we propose a simulation method to draw simulated values and simulated bids. Then, we show the consistency of the density estimator and propose the way to determine the polynomial order. Finally we estimate the true density of private values via Monte Carlo experiments to see how our proposed method works. Throughout the paper, we denote a random variable in upper-case and 6



Guerre, Perrigne and Vuong (2000) used nonparametric kernel density estimation



assuming that the support of the underlying distribution is bounded from above and below. So the density estimator is not consistent at values near the boundary. But our proposed estimator is consistent at all values on the support. 7 Strictly saying, it comes from the property of parametric specification in the seminonparametric specification.
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P



a non-random variable in lower-case. Regarding some notations, Xn −→ d



X indicates that Xn converges to X in probability. Similarly, Xn −→ X indicates that Xn converges to X in distribution. To clarify the space of random elements, sometimes we use the notation Xn =⇒ X to indicate that Xn converges weakly to X instead of using the terminology the convergence R 1 in distribution. Norm || · ||p denotes || · ||p = ( | · |p ) p where 0 < p < ∞.



2. First-Price Sealed Bid Auction Model and Identification Problem



2.1. Equilibrium Bid under First-Price Sealed Bid Auction Riley and Samuelson (1981) have derived the explicit form of the equilibrium bid in a first-price sealed bid auction where bidders are risk-neutral and a seller announces a reserve price p0 . Their argument is as follows. Suppose a seller with reserve value p0 faces I potential buyers. Each buyer’s value for an object comes from a common distribution F independently of which the support is [v, v]. They specify the following 4 assumptions. (i) A buyer can make any bid above p0 . (ii) The buyer making the highest bid is awarded the object. (iii) Each buyer is treated alike. (iv) There is a common equilibrium bidding strategy in which each buyer makes a bid bi = β(vi ), i = 1, ..., I which is strictly increasing in his value vi . Under these assumptions, they describe an equilibrium bidding strategy explicitly. First, think of a buyer’s problem. Each bidder wants to maximize “[the expected gain] =[value for an object]·[probability of winning]-[expected payment]”. Since each bidder is ex-ante identical, it is sufficient to think of buyer 1’s problem only. Denote the payment of buyer 1 given his own bid b1 = β(x) and the other buyers’ bids bj = β(vj ), j = 2, ..., I by p = 6



p(b1 , ..., bI ) = p(β(x), β(v2 ), ..., β(vI )). So, the expected payment of buyer 1 given a bid b1 = β(x) is P (x) = Ep(β(x), β(V2 ), ..., β(VI )). Since the probability that buyer 1 wins the auction with bid β(x) is F I−1 (x), the expected gain to buyer 1 is π(x, v1 ) = v1 F I−1 (x) − P (x)



(1)



if buyer 1 chooses to make a bid, i.e., v1 ≥ p0 . For β(x) to be an equilibrium bidding strategy,8 buyer 1’s optimal choice must be to bid β(v1 ): ∂π dF I−1 (x, v1 ) = v1 (x) − P 0 (x) = 0 at x = v1 for all v1 ≥ v0 (2) ∂x dx where v0 is the value for which a buyer is indifferent between participating in the auction and not. So we can get the boundary condition π(v0 , v0 ) = I−1



v0 F I−1 (v0 ) − P (v0 ) = 0. From equation (2), we get P 0 (v1 ) = v1 dFdx (x)|x=v1 . Combining this relation with the boundary condition, Z v1 Z I−1 I−1 I−1 P (v1 ) = xdF (x)dx + v0 F (v0 ) = v1 F (v1 ) − v0



v1



F (x)I−1 dx (3)



v0



where v1 ≥ v0 . Turning to the seller’s side, the seller’s expected revenue from a buyer 1 is Z 1



v



p = E(P (v1 )) =



P (v1 )F 0 (v1 )dv1



(4)



v0



Plugging P (v1 ) in (3) into the equation (4), p1 = = =



i Rv h R v1 I−1 I−1 v F (v ) − F (x) dx F 0 (v1 )dv1 1 1 v0 v0 Rv



v F I−1 (v1 )F 0 (v1 )dv1 − v0 1



Rv v0



R v ³R v1 v0



v0



´ F I−1 (x)dx F 0 (v1 )dv1



(5)



[vF 0 (v) + F (v) − 1] F (v)I−1 dv
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The equilibrium strategy means that bidding b1 = β(v1 ) is optimal for buyer 1 when the other bidder j 6= 1 bids bj = β(vj ), j 6= 1.
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Since the number of bidders is I, the expected revenue for seller is I · p1 . Suppose that the seller announces the reserve price is p0 . Then, a buyer with value v > p0 has an incentive to enter the auction. So, v0 = p0 . Now we can think of an equilibrium bidding strategy β(v). Since a bidder pays if and only if he is the highest bidder, P (v) = P(β(v) is highest bid) · β(v)



(6)



where P (v) denotes the expected payment by a bidder with value v and P denotes a probability. Since P(β(v) is the highest bid) = F I−1 (v), we can get the explicit equilibrium bidding function β(v) from equation (3) and (6): for each bidder i = 1, . . . , I, β(vi ) = vi −



Z



1 I−1



F (vi )



vi



F (x)I−1 dx for vi ≥ p0



(7)



p0



Assuming that every observed bid is an equilibrium bid, we will make use of this equilibrium bidding function (7) to estimate the private value distribution F . First of all, we need to consider the identification problem in the first-price sealed bid auction where each bidder is ex-ante identical, risk neutral and bidders’ values are private and independent.



2.2. Identification Problem Suppose it is known that there are I potential bidders and one seller who announces the reserve price p0 . Also, suppose that the lower bound of the support of private values distribution F is v. Then, there are two cases regarding the seller’s reserve price. If the seller sets the reserve price p0 below v, every bidder’s value drawn from F is greater than p0 . Hence, every potential bidder will enter the auction.9 This type of reserve price is called a non-binding reserve price. On the other hand, the seller can set the reserve price p0 above v. If the seller does so, some bidders whose drawn values are above p0 will enter the 9



This means that the bidder submits his bid which is above p0 .
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auction and make their bids while some bidders whose values are below p0 will not enter the auction.10 This type of reserve price is called a binding reserve price. We will consider both cases for the identification of the distribution F . Before proceeding, we need to define the ideal situation as follows. Definition 1. The ideal situation is the environment where the auctions of identical objects are repeated independently and each auction has the same number of potential bidders. In this paper, we deal with the ideal situation.



2.2.1. Identification: Non-binding Reserve Price Case11 In a first-price auction with a non-binding reserve price, the sequence of actions is as follows: (a) There are I ex-ante identical potential buyers and one seller with an object. (b) The auctioneer announces the seller’s reserve price p0 which is below the possible lowest value v. (c) Each buyer draws the value from the distribution F (V ). Every buyer participates in the auction since the reserve price is lower than their values. (d) Every bidder submits his own sealed bid following the equilibrium bidding function (7). (e) The highest bidder is awarded the object. (f) All submitted bids can be observed by an econometrician. 10 11



Hence, the bidder does not submit his bid. A non-binding reserve price means that the seller’s reserve price is not effective.
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Definition 2. Denote X ∼ Y if the random variables X and Y follow the same distribution. Definition 3. The support of any distribution G(X) is defined by {x : g(x) > 0, x ∈ R} where g is a density function associated with G. In an auction with a non-binding reserve price, we can assume that the seller sets p0 = v without loss of generality. Consider two equilibrium bidding functions β1 (V1 ) and β2 (V2 ) such that β1 (V1 ) ≡ β(V1 ; F1 ) and β2 (V2 ) ≡ β(V2 ; F2 ) where β1 (V1 ) = V1 − and β2 (V2 ) = V2 −



Z



1 I−1



F1 (V1 )



I−1



F2 (V2 )



F1 (x)I−1 dx



p0



Z



1



V1



V2



F2 (x)I−1 dx.



p0



Following Roehrig(1988), we can define the notion of observationally equivalent as follows. Definition 4. Suppose there are two different distributions F1 (V1 ) and F2 (V2 ) such that V1 follows F1 and V2 follows F2 . Then F1 and F2 are observationRV ally equivalent if β1 (V1 ) ∼ β2 (V2 ) where β1 (V1 ) = V1 − F (V1)I−1 p01 F1 (x)I−1 dx 1 1 RV and β2 (V2 ) = V2 − F (V1)I−1 p02 F2 (x)I−1 dx. 2



2



Definition 5. Let F be the family of private values distributions with common support. The private values distribution function is identified from the observed bids if the following statement is true: for any (F1 , F2 ) ∈ F × F , β1 (V1 ) ∼ β2 (V2 ) implies that F1 (V ) = F2 (V ) a.s. Note that the support can be unbounded such as [v, ∞). Lemma 1. If a random variable X follows a distribution F (X) which is continuous and strictly monotone, then U = F (X) follows a uniform distribution on [0,1]. Proof. See Appendix. 10



Assumption 1. (1-i) Values distribution F (V ) is absolutely continuous with respect to Lebesgue measure with its density f . The corresponding bid distribution and density is denoted by Λ and λ respectively. (1-ii) The support of F (V ) is a connected set in R+ . (1-iii) The number of potential bidders I is a constant.12 (1-iv) E(β(V )) < ∞ where β(·) is the equilibrium bidding strategy in equation (7). Assumption (1-i) with equilibrium bidding implies that bids distribution Λ is also absolutely continuous with its associated density λ. Note also that definition 3 and assumption (1-ii) makes the distribution F strictly monotone and continuous on the support. Assumption (1-iv) is necessary particularly when the distribution F has the unbounded support such as [v, ∞).
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Proposition 1. Consider a first-price sealed bid auction where bidders’ values are independent and private and bidders are risk-neutral. Suppose that the reserve price is not binding, that is, p0 ≤ v. Then the distribution of values F (V ) is identified for all v ≥ p0 under Assumption 1. Proof.



Without loss of generality, we can assume that the lower bound of



the support v is zero and the reserve price p0 is zero. Denote the equilibrium bid by B which is also a random variable because it is a function of random variable V . Suppose that F1 and F2 are observationally equivalent. That is, β1 (V1 ) ∼ β2 (V2 ) where V1 follows the distribution F1 and V2 follows the distribution F2 : V1 − 12 13



Z



1 I−1



F1 (V1 )



V1



I−1



F1 (x)



dx ∼ V2 −



0



Z



1 I−1



F2 (V2 )



V2



F2 (x)I−1 dx.



0



I is known to the econometrician because the reserve price is not binding. We just want to avoid the unbounded expected payment by a bidder.
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Since V1 = F1−1 (F1 (V1 )) = F1−1 (U1 ) and V2 = F2−1 (F2 (V2 )) = F2−1 (U2 ) from Lemma 1, we can write β1 (V1 ) and β2 (V2 ) as follows: β1 (V1 ) =



β2 (V2 ) =



F1−1 (U1 )



F2−1 (U2 )



−



−



Z



1 U1 I−1



F1−1 (U1 )



U2 I−1



(8)



F2 (x)I−1 dx where U2 = F2 (V2 )



(9)



0



Z



1



F1 (x)I−1 dx where U1 = F1 (V1 )



F2−1 (U2 ) 0



Denote β1 (V1 ) and β2 (V2 ) by ϕ1 (U1 ) and ϕ2 (U2 ) respectively, then ϕ1 (U1 ) =



F1−1 (U1 )



−



1 U1 I−1



and ϕ2 (U2 ) =



F2−1 (U2 )



−



Z



1 U2



I−1



F1−1 (U1 )



F1 (x)I−1 dx



0



Z



F2−1 (U2 )



F2 (x)I−1 dx.



0



Then, by the hypothesis, B ∼ ϕ1 (U1 ) ∼ ϕ2 (U2 )



(10)



where U1 and U2 follow a uniform distribution on [0,1]. By the definition of bids distribution Λ and the relation in equation (10), P[B ≤ b0 ] = Λ(b0 ) = P[ϕ1 (U1 ) ≤ b0 ] = P[ϕ2 (U2 ) ≤ b0 ]. Since ϕ1 (U1 ) is invertible14 , it follows from Lemma 1 that −1 P[ϕ1 (U1 ) ≤ b0 ] = P[U1 ≤ ϕ−1 1 (b0 )] = ϕ1 (b0 ).



Similarly, P[ϕ2 (U2 ) ≤ b0 ] = ϕ−1 2 (b0 ). Therefore, we can get the following result: for all b0 > 015 , −1 Λ(b0 ) = ϕ−1 1 (b0 ) = ϕ2 (b0 ).



Hence, ϕ1 (u) = ϕ2 (u) a.e. on (0, 1). 14 15



Note that ϕ0i (u) > 0 for all u ∈ (0, 1),i = 1, 2. Note that the boundary condition is β(v) = v and we assume v = 0



12



(11)



Now we need to show the following statement: ϕ1 (u) = ϕ2 (u) a.e. on (0,1) implies F1 (v) = F2 (v) for almost all v > 0. Without the loss of generality, suppose the support of any distribution in F is [0, ∞). Since ϕ1 (u) = ϕ2 (u) a.e. on (0,1), we can write for almost all u ∈ (0, 1), R F1−1 (u) R F2−1 (u) 1 1 F1−1 (u) − uI−1 F1 (x)I−1 dx = F2−1 (u) − uI−1 F2 (x)I−1 dx. 0 0 (12) Multiplying both sides by uI−1 yields Z F1−1 (u) Z I−1 −1 I−1 I−1 −1 u F1 (u)− F1 (x) dx = u F2 (u)− 0



F2−1 (u)



F2 (x)I−1 dx a.e. on (0, 1)



0



(13)



Differentiating both sides with respect to u yields dF1−1 (u) dF −1 (u) − (F1 (F1−1 (u)))I−1 1 du du −1 −1 dF (u) dF (u) = (I − 1)uI−2 F2−1 (u) + uI−1 2 − (F2 (F2−1 (u)))I−1 2 du du From this, we get (I − 1)uI−2 F1−1 (u) + uI−1



F1−1 (u) = F2−1 (u) a.e. on (0, 1). Hence, F1 (v) = F2 (v) a.e. on [0, ∞).



(14) Q.E.D.



2.2.2. Identification: Binding Reserve Price Case Now we turn to the identification problem when the reserve price p0 is above the lower bound of the value v. The sequence of actions is similar to the binding reserve case except for the following: (a) P[vi < p0 ] > 0: Some bidders’ values are above p0 while some bidders’ values are below p0 . The former bidders submit their bids following equilibrium bidding function β(v) = v −



1 I−1



F (v)



Z



v



F (x)I−1 dx for all v ≥ p0



p0



13



(15)



while the latter bidders do not submit bids.16 For the latter case, we can assume that they submit zero bids instead of not submitting bids. The bidder in the former case is called an actual bidder and the bid by an actual bidder is called an actual bid. (b) After the auction, the econometrician can observe I ∗ actual bids greater than p0 and I − I ∗ zero bids. Note that the actual bidder’s value and bid are greater than the seller’s reserve price p0 . Assumption 2. (2-i) Values distribution F (V ) is absolutely continuous with respect to Lebesgue measure with its density f . The corresponding bid distribution and density is denoted by Λ and λ respectively. (2-ii) The support of values distribution F is a connected set in R+ . (2-iii) The number of potential bidders I is a known constant and it is given. (2-iv) E(β(V, F )) < ∞ where β is the equilibrium bidding strategy in (15).17 (2-v) The seller’s reserve price p0 is given. (2-vi) F (p0 ) is given. If we have many independent and identical auctions, F (p0 ) can be nonparametrically determined. Assumption (2-vi) can justified by the following lemma. Lemma 2. The participation ratio 1 − F (p0 ) ≡ 1 − α is determined nonparametrically in the ideal situation. 16



We can say that the equilibrium bid in the latter case is any bid lower than the reserve price p0 . 17 It is necessary if the support of private values distribution F is unbounded.
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Proof. See Appendix. The following lemma 3 states that once a potential bidder becomes an actual bidder, then the actual bidder’s value follows F ∗ (V ) ≡ F (V |V ≥ p0 ) where actual bidder’s value V is greater than p0 . Lemma 3. Suppose the actual bidder’s value V follows F ∗ (V ). Then, F ∗ (v) =



F (v)−F (p0 ) 1−F (p0 )



for all v ≥ p0 .



Proof. see Appendix.



Lemma 4. An actual bidder’s private value distribution F ∗ (V ) follows a uniform distribution on [0,1]. Proof. See Appendix. The following proposition says that the private values distribution can be identified for all values above the reserve price p0 when the reserve price is binding. Proposition 2. Suppose that the reserve price is binding, that is, p0 > v. Then, the distribution of the value F (V ) is identified for all v ≥ p0 if assumption 2 holds.



3. Build-up for Semi-nonparametric Sieve Simulated Method of Moments (SNP-SSMM) Estimation In this section, we propose the semi-nonparametric estimation using simulated method of moments. We introduce our simulated method of moments using empirical characteristic function of bids and simulated bids. Since the simulated bids come from the corresponding density estimator, we 15



need to construct a compact set of density functions via semi-nonparametric specification in Bierens (2005). For the random drawing of the simulated values, we propose the accept-reject method which uses the proposed seminonparametric specification. Based on these build-up, we propose our estimation method which is called a semi-nonparametric sieve simulated method of moments(SNP-SSMM). We also show the SNP-SSMM estimator is consistent.



3.1.



Simulated Method of Moments using Empirical



Characteristic Function The observed bid is assumed to be an equilibrium bid Z vi 1 bi = β(vi , F ) = vi − F (x)I−1 dx for all vi ≥ p0 F (vi )I−1 p0



(16)



It is natural to think of the following approach. Suppose that F˜ is the estimator for the true distribution F and v˜ is the simulated value drawn from F˜ . Then, we can get the simulated bid ˜b from F˜ : Z v˜ 1 ˜b = β(˜ ˜ v , F ) = v˜ − F˜ (x)I−1 dx. (17) F˜ (˜ v )I−1 p0 We may think of the following condition: N N ´ 1 X 1 X ³˜ P I(bi ≤ b) − I bj ≤ b −→ 0 N i=1 N j=1



(18)



as N → ∞ if F˜ = F where ˜bj is a simulated bid defined in (17), N is the number of sample bids and M is the number of simulated bids, I is the number of potential bidders and I(·) is the indicator function. Since the number of potential bidders I is constant and the auctions for identical object are independently repeated, the number of sample bids and simulated bids is N = L × I respectively where L is the number of auctions.18 18



L is also the number of simulated auctions. Moreover, we may generate τI simulated



bids in each simulated auction where τI 6= I. But, it seems natural to draw I simulated bids in each auction.
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Hence, we can estimate F by choosing Fˆ such that Z ∞ ˆ | F˜ )2 w(b)db Fˆ = arg min Φ(b F˜



p0



where N N ´ X 1 X ³˜ ˆ | F˜ ) = 1 Φ(b I(bj ≤ b) − I bj ≤ b N j=1 N j=1



(19)



and where a bid in the sample bj = β(vj , F ) is defined in (16), a simulated bid ˜bj = β(˜ vj , F˜ ) is defined in (17), both the number of observed bids and simulated bids are N = L × I and w(·) is a weight function. This simulated method of moments using empirical distribution functions of sample bids and simulated bids, however, is not easy to implement. For more feasible estimation, we propose an alternative method using an empirical characteristic functions of sample bids and simulated bids instead of empirical distribution functions. ˆ F˜ ) We can come up with with the following complex-valued function Ψ(t| which is the difference of the empirical characteristic functions between bids and simulated bids: N N 1 X 1 X ˆ ˜ Ψ(t | F ) = exp(itbj1 ) − exp(it˜bj2 ) for all t ∈ R. N j =1 N j =1 1



(20)



2



where N = L × I and a sample bid bj is defined in (16) and a simulated bid ˜bj is defined in (17). Then, we can propose the following aproach to estimate the true distribution F : Z



∞



Fˆ = arg min F˜



ˆ | F˜ ) |2 w(t)dt | Ψ(t



−∞



where w(t) is a weight function.



(21)



ˆ F˜ ), as Hence, we can obtain the objective function given an estimator F˜ , Ω( follows



Z ˆ F˜ ) = Ω(



∞



ˆ | F˜ ) |2 w(t)dt. | Ψ(t



(22)



−∞



As one application, suppose that we use the standard normal density function 17



as a weight function. Then, the objective becomes the following one: Z ∞ ˆ F˜ ) = ˆ | F˜ ) |2 w(t)dt Ω( | Ψ(t Z−∞ ∞ ˆ | F˜ ) √1 exp(− 1 t2 )dt ˆ | F˜ )Ψ(t = Ψ(t 2 2π −∞ N N N N 1 1 1 XX 1 XX 2 2 exp(− (bj1 − bj2 ) ) − 2 exp(− (bj1 − ˜bj2 ) ) = 2 N j =1 j =1 2 N j =1 j =1 2 1



−



1 N2



2



1



2



N X N X



N X N X



j1 =1 j2



j1 =1 j2



1 1 2 exp(− (˜bj1 − bj2 ) ) + 2 2 N =1



1 2 exp(− (˜bj1 − ˜bj2 ) ) 2 =1 (23)



where N = L × I and a sample bid bj is defined in (16) and a simulated bid ˜bj is defined in (17).19 Note that the objective function is a tractable real-valued function expressed in sample bids and simulated bids. Therefore, the estimation problem is reduced to the following problem: ˆ F˜ ) Fˆ = arg min Ω( F˜



(24)



ˆ F˜ ) is defined in (23). Note that we use the infinite numbers of where Ω( moment conditions which makes the estimator consistent. At this moment, some readers may be curious how to the construct the space of distributions. In the following subsection, we address it following Bierens (2005).



3.2. Semi-nonparametric Specification using the Orthonormal Legendre Polynomials As we mentioned in the introduction, we use a semi-nonparametric specification to estimate the values distribution F . Since the values distribution 19



See Appendix for the derivation of equation (23). For the derivation of equation (23), we need to use the fact that if a random variable X follows a standard normal distribution then its characteristic function ξ(t) ≡ E[exp(itX)] is exp(− 12 t2 ) for any t ∈ R.
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F (v) can be expressed as F (v) = H(G(v)) where G is an initial guess for F and H(u) is semi-nonparametric distribution on the unit interval, we can estimate F by estimation H given an initial guess G. For the estimation of H, we need to approximate any density function on the unit interval by some basis. In this subsection, we will show how we can approximate any density function on the unit interval using the orthonormal Legendre polynomials. 3.2.1. Legendre Polynomials Legendre polynomials can be constructed recursively by Pn (z) =



(2n − 1)zPn−1 (z) − (n − 1)Pn−2 (z) n



where n ≥ 2 and P0 (z)=1, P1 (z) = z with z on [−1, 1]. Using the fact that these Pn (z)’s are orthogonal, we can construct the orthonormal Legendre polynomials ρn (u) on [0, 1] by defining ρn (u) =



√



2n + 1Pn (2u − 1).



The orthonormal Legendre polynomial ρ(u)’s satisfy the following property: ( Z 1 1 if j = k ρj (u)ρk (u)du = 0 otherwise. 0 Like orthogonal Legendre polynomial Pn (z), the orthonormal Legendre polynomial ρn (u) can be also constructed recursively by √ √ √ 2n − 1 2n + 1 (n − 1) 2n + 1 √ ρn (u) = (2u − 1)ρn−1 (u) − ρn−2 (u) n n 2n − 3 with ρ0 (u) = 1 and ρ1 (u) =



√



3(2u − 1). (25)



The construction of the orthonormal Legendre polynomial ρn (u) on [0,1] from the orthogonal Legendre polynomial Pn (z) on [−1, 1] matters in that we can approximate any absolutely continuous distribution F (V ) by the corresponding semi-nonparametric distribution H(G(V )) on the unit interval when G(V ) is an initial guess. 19



3.2.2. Approximation of H(u) using Orthonormal Legendre Polynomials



Specify the true distribution F semi-nonparametrically as F (v) = H(G(v)). We can also write it as follows



Z



u



F (v) =



h(t)dt = H(G(v))



(26)



0



where u = G(v) on [0, 1] Theorem 1 in Bierens (2005) states that the orthonormal Legendre polynomials on [0,1] form a complete orthonormal basis for the Hilbert space L2B (0, 1) where L2B (0, 1) is the set of square integrable Borel measurable real functions on [0, 1]. Hence, any square-integrable Borel measurable real funcP tion q(u) on [0,1] can be represented as q(u) = ∞ k=0 γk ρk (u) on [0,1] a.e. R1 where γk is a Fourier coefficient γk = 0 ρk (u)q(u)du and ρk (u) is a orthonormal Legendre polynomial. Therefore, every density function h(u) on [0,1] R1 can be written as h(u) = q(u)2 such that q(u) ∈ L2B (0, 1) and 0 q(u)2 du=1.20 P∞



To eliminate the the restriction



k=0



1 P∞



γ0 = q 1+ and for k = 1, 2, 3, . . . γk = q 1+



γk2 = 1, reparameterize γk ’s: k=1 δk



δk P∞



k=1 δk



2



2



.



Therefore, a density function h(u) on [0, 1] can be represented as P 2 (1 + ∞ k=1 δk ρk (u)) . h(u) = P∞ 1 + k=1 δk 2



(27)



For a density function h(u) in (27) and its associated sequence {δk }∞ k=1 , there exists a truncated density hn (u) with δ n = (δ1 , . . . , δn ) : P 2 (1 + nk=1 δk ρk (u)) hn (u) = P 1 + nk=1 δk 2 20



From this integration, the restriction



P∞ k=0



20



γk2 = 1 comes out.



(28)



such that



Z



1



lim



n→∞



| hn (u) − h(u) | du = 0.



(29)



0



We will call this hn (u|δn ) in (28) and (29) a truncated SNP density function compared to the true SNP density h(u).21 Also, the associated distribution function of hn (u) is Hn (u) which is called a SNP distribution function. Based on a truncated SNP density function hn (u) in (28), we can get the corresponding truncated SNP distribution function Hn (u) such that ¡ ¢ Ru P (1, δn 0 )An+1 (u) δ1n (1 + nm=1 δm ρm (v))2 dv 0 P , = Hn (u) = 2 1 + nm=1 δm 1 + δn 0 δn



(30)



where u ∈ [0, 1], δn = (δ1 , ..., δn )0 ∈ Rn , and  Ru



ρ0 (v)ρ0 (v)dv



Ru



ρ0 (v)ρ1 (v)dv · · ·



Ru



ρ0 (v)ρn (v)dv



0 R0 R0u  Ru  0 ρ1 (v)ρ0 (v)dv 0u ρ1 (v)ρ1 (v)dv · · · ρ (v)ρn (v)dv 0 1 An+1 (u) =  .. .. .. ...  . . .  Ru Ru Ru ρ (v)ρ0 (v)dv 0 ρn (v)ρ1 (v)dv · · · 0 ρn (v)ρn (v)dv 0 n



Let ρm (u) =



m X



      (31)



`m,k uk



(32)



√ `1,1 = 2 3



(33)



k=0



From (25), `0,0 = 1



√ `1,0 = − 3, For m ≥ 2, Pm



k=0 `m,k u



21



k



√ m 2 4m2 − 1 X `m−1,k−1 uk = m k=1 √ m−1 2 4m − 1 X − `m−1,k uk m √ k=0 m−2 (m − 1) 2m + 1 X √ `m−2,k uk . − m 2m − 3 k=0



Strictly speaking, the definition of a SNP density function is in equation (39).
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(34)



Hence, we can get the recursive relation of the coefficients `m,k ’s: for 0 < k ≤ m, √ `m,k =



√ (m − 1) 2m + 1 4m2 − 1 √ (2`m−1,k−1 − `m−1,k ) − `m−2,k m m 2m − 3



(35)



where (33) is given and letting `m,k = 0 for (m, k) satisfying k > m or k < 0. Using this recursive relation of `m,k ’s, for 0 ≤ m ≤ n, 0 ≤ k ≤ n, we can construct a (n + 1) × (n + 1) lower triangular matrix Ln+1 with m-th row (`m,0 , . . . , `m,n ). Observe that Z u Z ρk (v)ρm (v)dv = 0



u 0



=



k X



`k,i v



i=0



k X m X



i



m X



`m,j v j dv



j=0



Z



u



`k,i `m,j



v i+j dv



0



i=0 j=0



(36)



k X m X `k,i `m,j i+j+1 = u i + j + 1 i=0 j=0



= (`k,0 , . . . , `k,n )Πn+1 (u)(`m,0 , . . . , `m,n )0 ui+j+1 where Πn+1 (u) is the (n + 1) × (n + 1) matrix with (i, j)-th element . i+j+1 Ru Therefore, 0 ρk (v)ρm (v)dv is equal to the (k, m) element of the matrix, Ln+1 Πn+1 (u)L0n+1 , hence An+1 (u) = Ln+1 Πn+1 (u)L0n+1 . Thus, ¡ ¢ (1, δn 0 )Ln+1 Πn+1 (u)L0n+1 δ1n Hn (u) = 1 + δn 0 δn



(37)



where u ∈ [0, 1], δn = (δ1 , . . . , δn ). Using the Hn (u) in (37) and a given distribution G(v), we can obtain the associated F˜n (v): ¡ ¢ (1, δn 0 )Ln+1 Πn+1 (u)L0n+1 δ1n F˜n (v) = Hn (G(v)) = (38) 1 + δn 0 δn where u = G(v) ∈ [0, 1], δn = (δ1 , . . . , δn ) ∈ Rn . 22



We can get the compact set of F˜n (v) whose compactness comes from the compactness of the set Dn (0, 1) which is defined in the following way.22 P 2 (1 + nk=1 δk ρk (u)) P Dn (0, 1) = {hn : hn (u) = , 1 + nk=1 δk2 |δk | ≤ 1+√ck ln k for c > 0 for k = 1, 2, . . . , n}. The restriction of |δk | ≤ P∞ 2 k=1 δk < ∞.



√c 1+ k ln k



(39)



for k = 1, 2, . . . , n guarantees that



Therefore, the estimation problem is reduced to the following one: ˆ F˜n (·)) Choose Fˆ = arg min Ω( δn



where δn = (δ1 , . . . , δn ), F˜n (v) =



R G(v) 0



(40)



hn (t)dt where hn (t) ∈ Dn (0, 1) and n



is a truncation order of orthonormal Legendre polynomials.



3.3. Random Drawing of Simulated Values based on the SNP density Based on the SNP distribution and density function, we can generate the simulated bids. We can draw simulated values randomly from an estimator F˜ using the accept-reject method and can obtain the corresponding simulated bids by importance sampling. First, we introduce the accept-reject method to generate random values from an arbitrary SNP distribution estimator F˜ (V ). 3.3.1. Random Drawing of Simulated Values with Accept-Reject Method



Let ϕ(x) be a density function from which you want to draw random variables. Let ψ(x) be a density function from which it is easy to draw a 22



For the compactness of Dn (0, 1), see Theorem 9 in Bierens(2005). Strictly speaking, n comes from the the subsequence of the natural numbers. Distinguishing subsequence and the sequence does not matter here essentially. Therefore, I will ignore that point and denote the order subscript by n.



23



random variable X.



Proposition 3. Assume that ϕ(·) is a density function from which we want to draw random variables. Also assume that ψ(·) is a density function from which it is easy to draw a random variable X. The random variable from the proposed accept-reject method of (step 1) - (step 4) below then delivers the random variable which follows the distribution ϕ(·). (Step 1): Find a constant c such that ϕ(x) ≤ cψ(x) for all x. (Step 2): Draw an X0 from ψ(x). (Step 3): Draw a U from the uniform distribution on [0,1]. (Step 4): If U ≤



ϕ(X0 ) , cψ(X0 )



then set X = X0 , else draw a new pair (X0 , U )



and redo (step 1) - (step 4). Proof. See Appendix.



Corollary 1. Suppose the density estimator f˜n (v) = hn (G(v))g(v) where h(u) is in (28) and G(v) is an initial guess for F (v). Then, we can randomly draw values from an estimator f˜n (v) by applying the accept-reject method in proposition 3. Proof of Corollary 1. Let ϕ(v) = h(G(v))g(v) where G(v) is a given distribution function with support (0, ∞) and density g(v), and h is a density function on [0,1] with its associated distribution H(u). Ra 0



ϕ(v)dv = =



Ra R0a 0



h(G(v))g(v)dv h(G(v))dG(v)



(41)



= H(G(a)) With an inverse function G−1 (u),23 we can draw v = G−1 (u) which comes from the distribution G(v) where u is drawn from a uniform distribution on 23



For example, if G(v) is an exponential distribution, i.e., G(v) = 1 − exp(−v) then, (u) = − ln(1 − u).



−1



G
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[0,1]. Moreover, P 2 (1 + nk=1 δk ρk (u)) hn (u) = hn (u|δn ) = Pn where δn = (δ1 , . . . , δn )0 2 1 + k=1 δk which is defined in from (28). For each δn = (δ1 , . . . , δn )0 , we need to find a number c such that c ≥ sup hn (u|δn ) 0≤u≤1



which can be done by a grid search over [0,1]. Then, let ψ(v) = g(v), and follow the same procedure proposed in proposition 3 as follows



(Step 1) : Draw U1 from the uniform(0,1) distribution. (Step 2) : Let V = G−1 (U1 ) (Step 3) : Compute



hn (G(V ))g(V ) cg(V )



=



hn (G(V )) c



=



hn (U1 ) c



(Step 4) : Draw another U2 from the uniform (0,1) distribution, and accept V if U2 



hn (U1 ) . c



Otherwise, reject V and redo (step 1)-(step 4). Q.E.D.



Since the simulated value can be drawn form an density estimator f˜n (v) = hn (G(v))g(v) by the method which is proposed in corollary 1, it remain to compute the corresponding simulated bid β(˜ v , F˜n ) which is, for all v˜ > 0, β(˜ v , F˜n ) = v˜ −



Z



1 I−1



F˜n (˜ v)



v˜



I−1 F˜n (x) dx.



(42)



0



To obtain the simulated bid, we use the importance sampling which is addressed in the following subsubsection. 3.3.2. Simulated Bids from Simulated Private Values via Importance Sampling.
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Simulated values v˜ can be drawn from the SNP distribution estimator ˜ Fn (v) = Hn (G(v)) by the proposed accept-reject method if we choose the initial guess G(v).24 Since the corresponding equilibrium bid in a simulated auction is (42), we need to deal with a numerical integration. The integral part can be written as follows: 1 F˜n (v)I−1



Z



v



Z



v



F˜n (x)I−1 dx =



0



"



0



F˜n (x) F˜n (v)



#I−1 dx.



Let y = xv , then Z



v 0



"



F˜n (x) F˜n (v)



#I−1



Z



1



dx = v 0



"



F˜n (vy) F˜n (v)



#I−1 dy.



(43)



Note y can be drawn from the uniform distribution on [0,1]. We will focus on the the lth simulated auction using SNP distribution. 1. Draw v˜l,j , j = 1, ..., I, from a SNP distribution estimator F˜n = Hn (G(v)) using the proposed accept/reject method. 2. For each v˜l,j , we can get the shade, v˜ tance sampling:



R 1 h F˜n (˜vy) iI−1 0



F˜n (˜ v)



dy, by an impor-



" #I−1 N0 1 X F˜n (ui v˜l,j ) v˜l,j N0 i=1 F˜n (˜ vl,j )



where ui is drawn from U [0, 1], i = 1, . . . , N0 . 3. We can get the following simulated bid ˜bl,j : ˜bl,j



 " #I−1 " #I−1  N0 N 0 X X 1 F˜n (ui v˜l,j ) F˜n (ui v˜l,j ) 1 (44) = v˜l,j − v˜l,j = v˜l,j 1 − N0 i=1 F˜n (˜ N0 i=1 F˜n (˜ vl,j ) vl,j )



3.3.3. Binding Reserve Price Case In binding price case, we need to divide simulated bids into two types. One is the actual bid which is greater than the seller’s reserve price p0 . The 24



Actually, we use the density estimator hn (G(v))g(v).
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other bid is zero where the value is lower than the seller’s reserve price. Since the number of potential bidders is known as I, we can estimated the true distribution consistently only on [α, 1] by redefining sample bids and simulated bids as follows. Suppose that the lth auction has Il∗ actual bids and I − Il∗ zero bids, say, bl = (bl,1 , ..., bl,Il∗ , 0l,Il∗ +1 , ..., 0I ). In the lth simulated auction, draw I simulated values randomly from an estimator F˜n . Let the vector of simulated values in the simulated lth auction be v ˜l = (˜ vl,1 , . . . , v˜l,I ). Then, the equilibrium simulated bid in the lth simulated auction is as follows Z v˜l,j 1 I−1 ˜bl,j = v˜l,j − F˜n (x) dx25 if v˜l,j ≥ p0 I−1 0 F˜n (˜ vl,j ) (45) = 0 if v˜l,j < p0 . That is, we can redefine the vector of bids in the lth auction and the vector of simulated bids in the corresponding simulated auction as follows when the seller’s reserve price is binding. bl = (bl,1 , ..., bl,Il∗ , 0l,Il∗ +1 , ..., 0l,I ) where Il ∗ is the number of actual bidders in the lth auction. ∗ ˜l = (˜bl,1 , ..., ˜bl,I ) where ˜bl,i = max{β(˜ b vl,j , F˜n )I(˜ vl,j > p0 ), 0} and β(˜ vl,j , F˜n ) is defined in (42). (46) Throughout the paper, we mean both bid vector and simulated bid vector by these redefined bid and simulated bid vectors when it comes to the estimation of auctions with a binding reserve price.26



4. Asymptotic Property SNP-SSMM Estimator and Implementation 26



In binding case, the redefined bid vector is the same as the original bid vector since the seller’s reserve price is the lower bound of values.



27



In this section, we go over some asymptotic properties related SNP-SSMM estimator and propose a criterion function to implement the SNP-SSMM estimation.



4.1. Consistency of fˆn (v) and Fˆn (v) Regarding the notation F˜n (v) = Hn (G(v)), the subscript n denotes a dimension of δn = (δ1 , . . . , δn ) which is a truncation order of the orthonormal Legendre polynomials. By letting the number of simulated bids in each ˆ N,n (F˜n ) by auction be I, we can have the following criterion function Ω Z ∞ 2 ˆ ˆ ΩN,n ≡ | Ψ(t)| w(t)dt (47) −∞



where w(t) is a weight function, and I



ˆ N,n (t) = Ψ =



I



L



I



1X1X 1X1X exp(itbl,j ) − exp(it˜bl,j ) L l=1 I j=1 L l=1 I j=1 N N 1 X 1 X exp(itbj ) − exp(it˜bj ) N j=1 N j=1



(48)



and bids bj and simulated bids ˜bj are redefined bids in (46). I is the number of potential bidders, L is the number of auctions, N is the total number of bids N = L × I and n is the truncation order of orthonormal Legendre polynomials for a SNP density in (28). ˆ N,n (t) comes from N = L×I Since I is fixed, the asymptotic property of Ψ through L. You may consider the case where I goes to infinity but it is a very rare case.27 We do not consider it here. Assumption A. The truncation order n = n(N ) which is associated with the SNP distribution Hn (u) in (30) and the SNP density hn (u) in (28), satisfies that n → ∞ as N → ∞. 27



If I goes to the infinity, bid equals the value itself.



28



Assumption A says that the order of orthonormal Legendre polynomials is the function of number of sample bids and simulated bids. It is a fundamental assumption in sieve estimation for the consistency. After suppressing the ˆ N (t) in (48) as follows. subscript n, we can write Ψ N N 1 X 1 X ˆ ΨN (t) = (Zj,1 (t) − µ1 (t)) − (Zj,2 (t) − µ2 (t)) − (µ1 (t) − µ2 (t)) N j=1 N j=1



(49) where Zj,1 (t) = exp(itbj ), Zj,2 (t) = exp(it˜bj ) for j = 1, . . . , N, and µ1 (t) = E(exp(itb1 )), µ2 (t) = E(exp(it˜b1 )). Note that Zj,1 comes from the true distribution F (v) = H(u) and Zj,2 comes from an estimator F˜n (v) = Hn (u) and that both terms are independent of each other. The following proposition shows that the estimator from (47) is consistent. ˆ N,n (t)| Proposition 4. Under assumption A, the moment condition function |Ψ converges in probability to zero for each t ∈ R as N → ∞ if and only if the distribution of simulated bids is the true distribution function of bids. Proof. See Appendix. The consistency of the density estimator fˆn (v) can be verified by using a L1 semi-metric which is defined on the particular density function space which consists of square integrable Borel measurable functions on [0,1]. Suppose P (1+



∞



δj ρj (G(v)))2



j=1 P that the true density function is f (v) = h(G(v)) = 2 1+ ∞ j=1 δj ˆ n (G(v))g(v). SNP-SSMM density estimator is fˆn (v) = h



and its



Corollary 2. Suppose F (v) = H(G(v)) and SNP-SSMM estimator distribuˆ n (G(v)) where G(v) is the initial guess for the true distribution. tion Fˆ (v) = H ˆ n (G(v))g(v) from (47) Under assumption A, the density estimator fˆn (v) = h is consistent for the true density f (v) = h(G(v))g(v). Proof. See Appendix.
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Corollary 3. Suppose F (v) = H(G(v)) and SNP-SSMM distribution estimaˆ n (G(v)) where G(v) is the initial guess for the true distribution. tor Fˆ (v) = H ˆ n (G(v)) from (47) Under assumption A, the distribution estimator Fˆ (v) = H is consistent for the true distribution F (v) = H(G(v)). Proof. See Appendix.



Assumption B. For any ε > 0, there is some smallest finite truncation R1 ˆ n∗ (u) − h(u)|du ≤ ε. order n∗ε of δn∗ε = (δ1 , . . . , δn∗ε ) such that 0 |h ε Assumption B says that there exists a smallest finite dimensional δ which can approximate the SNP density function to the true density function at most ε difference. The relation (90) in the proof of corollary 3 shows that assumption B implies that SNP distribution estimator Fˆn∗ (v) is also approxε



imated to the true distribution F (v) at most ε difference. Throughout the paper, assumption B is implicitly adopted when it comes to the implementation of the SNP-SSMM estimation, although occasionally we will repeat this assumption for emphasis. 4.1.1. Binding Reserve Price Case



Every argument in non-binding reserve price case is carried over to the binding reserve price case with simple modification.28 The only difference is ˆ n∗ (u) is not unique since it is not identified on the limiting distribution of H ε



[0, G(p0 )].



4.2. Construction of a Criterion Function We have to use a relationship sup |F (v) − Fˆn (v)| = sup |H(u) − Hn (u)| ≤ v≥p0 u∈[G(p0 ),1] ¯ ¯ R1 ¯ ˆ n (u)¯¯ du when the seller’s reserve price is binding. But, the essence does −h G(p0 ) ¯h(u) ¯ ¯ ¯ R1 R ¯ ¯ ˆ n (u)¯¯ du < 1 ¯¯h(u) − h ˆ n (u)¯¯ du. not change because of the relationship G(p0 ) ¯h(u) − h 0 28
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We will consider the asymptotic property of



√



ˆ N,n (t) in (48) and use NΨ



it to construct a criterion function as a test statistic. 4.2.1. Asymptotic Property of WN,n (t) ≡ √ ˆ N,n (t) by Define WN,n (t) ≡ N Ψ



√



ˆ N,n (t) NΨ



N N 1 X 1 X WN,n (t) = √ exp(itbj ) − √ exp(it˜bj ) N j=1 N j=1



(50)



where bj is a sample bid and ˜bj is a simulated bid and N = L × I 29 . If the reserve price is binding, these bids are redefined bids in (46). Note that the bids and simulated bids are independent across auctions as well as within each auction whether a distribution estimator F˜ is true or not. Denote N 1 X WN,n,1 (t) ≡ √ (exp(itbj ) − E[exp(itb1 )]) N j=1



(51)



N 1 X WN,n,2 (t) ≡ √ (exp(it˜bj ) − E[exp(it˜b1 )]). N j=1



(52)



and



√ Then, WN,n (t) = WN,n,1 (t) − WN,n,2 (t) + N (E[exp(itb1 )] − E[exp(it˜b1 )]). Note that the bids bj ’s come from the true distribution F (v) = H(u) and simulated bids ˜bj ’s come from the distribution estimator F˜n (v) = Hn (u). Note that for any t ∈ R, d



WN,n,1 (t) −→ Z1 (t) ∼ N (0, V ar(exp(itb1,1 )))



(53)



³ ´ d WN,n,2 (t) −→ Z2 (t) ∼ N 0, V ar(exp(it˜b1,1 ))



(54)



and



29



Throughout, L is the number of auctions and I is the number of potential bidders.
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Note that 0 < V ar(exp(itb1,1 ) ≤ 1. Under the null hypothesis Hnull : H(u) = Hn (u), WN,n (t) follows a complex-valued Gaussian process Z(t) which is completely characterized by its covariance Γ(t1 , t2 ): h i Γ(t1 , t2 ) = E WN,n (t1 )WN,n (t2 )



(55)



Now, suppose that a compact subset K in R is [−κ, κ]. Then, we can have a metric space of continuous functions on K = [−κ, κ], C(K), which has a metric ρ(x, y) = sup |x(t) − y(t)| for x, y ∈ C(K). t∈T



Since WN,n (t) is an random element on C(K), we can consider the weak convergence of WN,n (t) on the metric space C(K). It follows from theorem 7.1 in Billingsley (1999) that we need a tightness of WN,n (t) for the weak convergence WN,n =⇒ Z in the metric space C(K). For simpler notation, we suppress the subscript n in WN,n and use WN . Lemma 5. Suppose that E|b|k < ∞ and E|˜b|k < ∞, for all k ∈ Z+ . A sequence of WN has a sequence of the corresponding probability measure PN . Then, the sequence {PN } is tight. Proof. See Appendix. Generally, we assume that E|b|k = ∞ or E|˜b|k may not be bounded. In this case, we can use the bounded transformation of bids and simulated bids. ◦ Like WN,n (t), we can define WN,n (t) by # " N N X X 1 1 ◦ exp(itΦ(b◦j )) − √ exp(itΦ(˜b◦j )) WN,n (t) = √ N j=1 N j=1



(56)



where Φ(·) is a bounded continuous function and b◦j ’s and ˜b◦j ’s are standardized bids and simulated bids. The following corollary follows when bids are not be bounded. Corollary 4. Suppose that E|b|k = ∞ or E|˜b|k = ∞ for some k ∈ Z+ . ◦ A sequence of WN,n has a sequence of the corresponding probability measure



PN . Then, the sequence {PN } is tight. Proof. The proof is the same as that in the previous Lemma if using Φ(b) and Φ(˜b) instead of b and ˜b. Q.E.D.
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4.2.2. Test Statistic It is a well known fact that two bounded random variables are the same if and only if the moment generating function of both random variables are the same on any compact set containing zero on R.30 It holds automatically when the characteristic function is the same on the compact set containing zero on R. Therefore, we can propose a test statistic as follows Rκ 1 |WN,n (t)|2 dt 2κ −κ ˆ TN,n = Rκ 1 ˆ t)dt Γ(t, 2κ −κ



(57)



N N 1 X 1 X exp(itbj ) − √ exp(it˜bj ). where WN,n (t) = √ N j=1 N j=1



Suppose that E|b|k < ∞ and E|˜b|k < ∞, for all k ∈ Z+ . Then, WN,n (t) =⇒ Z(t). Moreover, the statistic TˆN,n in (57) has the following property: TˆN,n =⇒



Rκ 1 |Z(t)|2 dt 2κ −κ R κ 1 Γ(t, t)dt 2κ −κ



under H0



(58)



which comes from a continuous mapping theorem. Proposition 5. Under the null hypothesis that sample bids and simulated bids have the same distribution, the test statistic



TˆN,n N



goes to zero in proba-



bility while it goes to some positive number when the null hypothesis is not true. Proof. Under the null hypothesis



WN,n (t) √ N



P



W



(t)



P



√ −→ 0 while N,n −→ η(t) > 0 N ˆ t) = Op (1) and positive and under the alternative hypothesis. Moreover, Γ(t, Rκ Rκ ˆ t)dt converges to Γ(t, Γ(t, t)dt which is also positive. Q.E.D. −κ −κ



We can have a similar statistic using standardized bids and standardized simulated bids with a bounded transformation Φ(·) such as Φ(·) = arctan(·). If arctan(·) is used, the use of standardized bids and standardized simulated bids is desirable in the implementation since the bounded transformation 30



See p388 - 390 in Billingsley (1995).
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arctan(·) tends to make the distance between two distinct values closer beˆ ◦ (t, t) as follows. yond some level of value. Define W ◦ (t) and Γ N,n



# N N X X 1 1 ◦ WN,n (t) = √ exp(itΦ(b◦j )) − √ exp(itΦ(˜b◦j )) N j=1 N j=1 "



(59)



where Φ(·) is a bounded continuous function, and the variance function ˆ ◦ (t, t) can be estimated consistently as follows Γ N X N h i X ◦ ◦ ˜b◦ ) − Φ(˜b◦ ))) ˆ ◦ (t, t) = 2 − 1 Γ cos(t(Φ(b ) − Φ(b ))) + cos(t(Φ( j1 j2 j1 j2 N 2 j =1 j =1 1



2



(60) Accordingly, we can have the integrated variance. For the derivation of R ˆ ◦ (t, t) and 1 κ Γ ˆ ◦ (t, t)dt, see Appendix. Γ 2κ



1 2κ



Z



κ



−κ



ˆ ◦ (t, t)dt Γ



−κ



N N ³ ´i ¢ 1 XXh ¡ = 2− 2 I Φ(b◦j1 ) = Φ(b◦j2 ) + I Φ(˜b◦j1 ) = Φ(˜b◦j2 ) N j =1 j =1 1 2 ¶ N N µ sin(κ(Φ(b◦j1 ) − Φ(b◦j2 ))) 1 XX ◦ ◦ − 2 I(Φ(bj1 ) 6= Φ(bj2 )) N j =1 j =1 κ(Φ(b◦j1 ) − Φ(b◦j2 )) 1 2 Ã ! N N ˜b◦ ) − Φ(˜b◦ )) sin(κ(Φ( 1 XX j1 j2 − 2 I(Φ(˜b◦j1 ) 6= Φ(˜b◦j2 )) ) ◦ ◦ ˜ ˜ N j =1 j =1 κ(Φ( b ) − Φ( b )) j j 1 2 1 2



(61)



where bl,j is a sample bid and ˜bl,j is a simulated bid31 and the standardized bids and simulated bids are ˆb bj − µ ˆb ˜◦ ˜bj − µ , bj = , σ ˆb σ ˆb N N 1 X 1 X 2 µ ˆb = bj , σ ˆb = (bj − µ ˆb )2 . N j=1 N j=1



b◦j =



31



(62)



When the reserve price is binding, these bids and simulated bids are considered to be



redefined bids and redefined simulated bids as in (46)
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Moreover, Z



1 2κ



¯ Rκ ¯ ◦ ¯W (t)¯2 dt can be computed as follows:32 N,n −κ



¯ ◦ ¯ ¯WN,n (t)¯2 dt −κ " ¡ ¢# N N ◦ ◦ sin κ × (Φ(b ) − Φ(b )) 1 XX j1 j2 = I(Φ(b◦j1 ) 6= Φ(b◦j2 )) × ◦ ◦ N j =1 j =1 κ(Φ(bj1 ) − Φ(bj2 )) 1 1 ³ ´  ◦ ˜b◦ )) N X N sin κ × (Φ(b ) − Φ( X j1 j2 2 I(Φ(b◦j ) 6= Φ(˜b◦j )) ×  − 1 2 ◦ ˜b◦ )) N j =1 j =1 κ(Φ(b ) − Φ( j j 1 2 1 2 ´ ³  ◦ ◦ ˜ ˜ N N )) sin κ × (Φ( b ) − Φ( b j1 j2 1 XX  I(Φ(˜b◦j1 ) 6= Φ(˜b◦j2 )) × + ˜b◦ ) − Φ(˜b◦ )) N j =1 j =1 κ(Φ( j1 j2 1 1 1 2κ



+



κ



N N i 1 XXh I(Φ(b◦j1 ) = Φ(b◦j2 )) − 2I(Φ(b◦j1 ) = Φ(˜b◦j2 )) + I(Φ(˜b◦j1 ) = Φ(˜b◦j2 )) . N j =1 j =1 1



1



(63) ◦ Therefore, we can define the corresponding statistic TˆN,n as follows



◦ TˆN,n =



1 2κ



¯ Rκ ¯ ◦ ¯W (t)¯2 dt N,n −κ Rκ 1 ˆ Γ◦ (t, t)dt



2κ



(64)



−κ



◦ ˆ ◦ (t, t) is defined in (60), (61) and (62). where WN,n (t) is defined in (56) and Γ



Corollary 5. Under the null hypothesis that sample bids and simulated bids have the same distribution, the test statistic



◦ TˆN,n N



goes to zero in probability



while it goes to some positive real number when the null is not true. Proof. The same proof of proposition 5 applies. Using a test statistic in (64), we can construct a new criterion function as follows: ◦ TˆN,n (δn ) δc = arg min = arg min n δn δn N 32



See Appendix for the derivation of (63).
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¯ Rκ ¯ ◦ 1 1 ¯W (t)¯2 N,n N 2κ −κ Rκ 1 ◦ ˆ Γ (t, t)dt 2κ −κ



dt



(65)



◦ ˆ ◦ (t, t) is defined in (60), (61) and (62). (t) is defined in (56) and Γ where WN,n ◦ Note that TˆN,n is the function of δn since the simulated bids come from the distribution estimator Fn (v) in (38) and its density estimator f˜n (v) =



hn (G(v))g(v) where G(v) is an initial guess for the true distribution and hn (u) in (39) is a function of δn . In practice, we use Φ(·) = arctan(·) and κ = 1. 4.2.3. Some Discussion about the Initial Distribution G(v)



For SNP-SSMM estimation, we need to choose an appropriate G(v) which is an initial guess for the true unknown distribution F (v). You have to choose the initial distribution so that the support of the initial distribution should be larger than that of the distribution of interest. Otherwise, your estimator may have trouble in delivering the values which come from the true distribution.33 Also note that good initial guess can deliver a consistent SNP-SSMM density estimator with low truncation orders.34



4.3. Adaptive Procedure for Selection of Polynomial Order In this subsection, we propose a practical way to select a truncation order for SNP-SSMM estimation. First, we need to assume that there is a some finite order n0 which is treated as a true truncation order in this section. Additionally, assumption A is dropped in this section since we need to separate the truncation order from the number of observations to determine the practically appropriate truncation order which is asymptotically consistent. Based on the statistic TˆL,n , we can determine the polynomial order following the information criteria such as Schwarz (1978) and Hannan and Quinn 33



For example, it may take much longer computational time or bring you other numerical problem. 34 By this reason, the choice G(v) may affect the convergence rate of fˆn (v).
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(1979).



Proposition 6. Suppose n ≥ n0 . Under the null hypothesis, the statistic Rκ 2 1 |WN,n (t)| dt TˆN,n = 2κ 1−κR κ Γ(t,t)dt converges in distribution to a random variable T ˆ −κ 2κ P π ∞ 2 P∞ j where T = > 0, πj ’s are j=1 pj εj and E(T ) = 1 where pj = πj j=1



eigenvalues of the covariance function Γ(t, t) and εj ∼ i.i.d. N (0, 1). But, under the alternative hypothesis,



TˆN,n N



P



−→ η(n) > 0.



Proof See Appendix. ◦ The same logic applies to TˆN,n which is shown in the following corollary. ◦ Corollary 6. Under the null hypothesis, the statistic TˆN,n =



converges in distribution to a random variable T ◦ where T ◦ = π P∞ j



E(T ◦ ) = 1 where pj =



j=1



◦



πj



Rκ



2 ◦ −κ WN,n (t) dt R κ ˆ◦ 1 Γ (t,t)dt 2κ −κ



1 2κ



|



P∞



j=1



|



pj ε2j and



> 0, πj ’s are eigenvalues of the covariance



function Γ (t, t) and εj ∼ i.i.d. N (0, 1). But, under the alternative hypothesis,



◦ TˆN,n N



P



−→ η ◦ (n) > 0.



Proof. The proof is the same as that of the corollary 6. Q.E.D. ˆN (n) by Definition. Define the criterion function C TˆN,n φ(N ) CˆN (n) = +n N N



(66)



where N = L × I is the total number of bids, n is the truncation order of polynomials in SNP density and lim φ(N ) = ∞ and



N →∞



lim φ(N ) N →∞ N



φ(N ) N



is a penalty function satisfying both



= 0.



Based on the CˆN (n), we want to use n ˆ = arg minn CˆN (n). Proposition 7. Suppose that the true finite truncation order is n0 and the null hypothesis is true. Then, the criterion function cˆN (n) gives a consistent order selection which is robust to either over-parameterized case (n > n0 ) or misspecified case (n < n0 ). 37



Proof. See Appendix. √ We can use a function φ(N ) such as φ(N ) = N , φ(N ) = log(N ) or Tˆ◦ (δn ) ) φ(N ) = log(log(N )). Practically, CˆN (n) = N,nN + n φ(N . That is, the N sample optimization has to be done as follows: ¯ Rκ ¯ ◦ 1 1 ¯W (t)¯2 dt φ(N ) N,n N 2κ −κ δc +n Rκ n = arg min 1 ˆ ◦ (t, t)dt δn N Γ 2κ −κ



(67)



◦ ˆ ◦ (t, t) is defined in (60), (61) and (62). where WN,n (t) is defined in (56) and Γ



5. Monte Carlo Experiments We will apply the proposed estimation method to several experiments. The first case is when the true density is chi-square with degree of freedom 3.35 Hence, we try to apply our proposed method to more challengeable cases which a chi-square density belongs to.



5.1. When the true private values distribution is a chisquare with d.f. of 3



Experiment Environment I. i Assume each auction is independent of each other: Suppose we can observe 200 independent auctions. ii Assume that there are 5 potential bidders in each auction, i.e, I = 5. So, we have 1000 bids, i.e, N = 200 × 5 = 1000. We also set M = 1000 by generating 5 simulated bids in each auction. 35



Actually, we already get the good approximation result when the true density of private values is log-normal. But, it seems to be a trivially easy approximation problem when we choose the initial density with an exponential density with mean 1 or mean 2.
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iii Assume that the true values distribution F is the chi-square distribution with d.f. of 3.36 iv Assuming the seller’s reserve price is zero by setting the reserve price to be the lowest possible value. Under the environment I above, we can have 1000 observed bids. Given the sample of bids (b1 , ..., bN ), we can recover the true value distribution with our semi-nonparametric sieve estimation with simulated method of moments (SNP-SSMM). The estimation process is as follows: Procedures of SNP-SSMM Estimation (1) Begin with the truncation order n = 1. For general explanation, we denote the truncation order as n. • See the shape of bid distribution, then choose the initial distribution G(v) whose support is presumed to be sufficiently larger than that of true values distribution.37 In this example, we choose G(v) = 1 − exp(− 21 v). (2) For given δ n , we can get the corresponding simulated bids via SNP density and SNP distribution which are the function of δ n . The random drawing of simulated values from SNP density is guaranteed by our proposed accept/reject method.38 (3) For given δ i = (δ1i , δ2i , . . . , δni ), we have the corresponding value of our Rκ 2 1 1 W ◦ (t)| dt ) N 2κ −κ | N,n ˆ R + n φ(N which is defined criterion function CN (n) = κ ˆ◦ 1 N Γ (t,t)dt 2κ



−κ



in (65). The optimal δ n can be found via simplex method.39 36 37



The support is (0, ∞). Since the bid distribution is different from the values distribution, you have to choose



an initial distribution which has a sufficiently large support. 38 We draw 1000 simulated bids from 200 identical independent auction with 5 potential bidders. 39 We use the Nelder-Mead Algorithm here.
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(4) Increase the truncation order to n+1 and repeat (1) - (3). We choose δc n c d ˆ ˆ unless there is any significant improvement from CN (δn ) to CN (δn+1 ). Then, we can have the SNP-SSMM estimator Fˆ (v) = Hn (G(v)|δc n ) and fˆ(v) = hn (G(v)|δc n )g(v). As a practical issue, we found that lower order truncation can estimate the true density very well given an appropriate initial distribution. Hence, it is recommended to try many initial values for δ 1 particularly when the truncation order is one.40 5.1.1. Choice of the Initial Distribution G(v) When the true distribution is chi-square with degree of freedom 3, the randomly generated private values and corresponding bids are shown in Figure 1. These bids are treated as sample bids in the experiment. Figure 1: Values and Bids when the true density is chi-square with d.f. 3 6
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From the histogram of sample bids only, we can recognize that it is very difficult to guess the support of values.(See figure 2.) Therefore, we will 40



From our experience, the approximation effect by increasing the truncation order is not so large. This question may be dealt in the future work.
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Figure 2: Histogram of Sample Bids 160
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choose the initial distribution which has some density even on the large values. This method will may be safe way at least in the ideal situation.41 For example, if we want to use the exponential distribution as an initial distribution, it is desirable to avoid the exponential distribution with mean 1 since its density is vanishing very quickly compared to the true density.(See Figure 3.) Therefore, we choose the initial distribution G(v) = 1 − exp(−0.5v). 5.1.2. Estimation Result



From the truncation order n = 1, we estimate the private value density recursively. When n = 1, we got the minimizer δ 1 = 0.2321875.42 Thus, we can choose n∗ = 1 according to our proposed criterion function.43 We increase the truncation order to 4. The density estimator fˆ2 (v), fˆ3 (v) and fˆ4 (v) is very close to fˆ1 (v).44 This can be verified by the estimation 41



The initial distribution choice problem should be addressed more seriously in general. Since there seems to be several local minimizers, we tried 7 initial values for δ1 . Among them, we get the three same results which are believed to be global minimizer. 43 This is verified by the proposed order selection method in subsection 4.3. See table 3. 44 It is very hard to distinguish them visually by using graphs. 42



41



Figure 3: Exponential Distribution and Chi-square Distribution 1 exponential with mean=1 exponential with mean=2 chi−2 with mean=3
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Figure 4: Estimation Results fˆ1 when n=1 0.25 estimate when n=1 true density
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results table 1 and table 2 below. Moreover, note that the practically optimal truncation order is one which is shown in table 3 when we use the ln N and ln ln N as a function φ(N ). The binding reserve price case is trivial if we follow the method proposed
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Table 1: Estimation Result of δc n c δn truncation order(n) n=1



0.2321875



n=2



0.2322548, -0.0000476



n=3



0.2322548, -0.00004756, 0.0000000



n=4



0.2323273, -0.00004921, -0.0000299, -0.0000698



Table 2: Other Estimation Results depending on δc n ¯ Rκ ¯ ◦ ¯W (t)¯2 dt N,n −κ



Rκ



truncation order(n)



TˆN,n N



n=0



1.4860142×10−1



3.65436423×10−1



0.2459172



n=1



2.2757801×10−7



6.45687294×10−5



0.2837213



n=2



−7



2.0733607×10



−5



5.88258929×10



0.2837224



n=3



2.0733607×10−7



5.88258929×10−5



0.2837224



n=4



−7



−5



0.2837321



1 1 N 2κ



1.7327365×10



4.91632896×10



1 2κ



−κ



ˆ ◦ (t, t)dt Γ



Table 3: Selection of Truncation Order: CˆN,n (δc n ) depending on φ(N ) truncation order(n)



when using φ(N ) = ln N



when using φ(N ) = ln(ln N )



n=0



0.148601417496



0.148601417496



n=1



0.006907982857



0.001932872312



n=2



0.013815717894



0.003865496804



n=3



0.020723473173



0.005798141538



n=4



0.027631194390



0.007730752209



in subsubsection 3.3.3.45 45



Actually we confirmed it in one experiment where the true density is assumed to be



log-normal.
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6. Concluding Remarks In this paper we study the identification problems of the firs-price sealed bid auction under more general assumptions and propose a new estimation method which can even accommodate distributions whose support has no upper bound. This is a big advantage over sticking to the class of distributions of which the support is bounded above.46 In particular, our proposed method can be very useful when we do not have any information about the support of values. In such a case, we can use the distribution G(V ) whose support is presumed to contain the support of the true distribution F (V ). Related to the choice of the initial guess G(v), we need to do further research how it is involved with the convergence rate of SNP-SSMM density estimator. Also, the initial guess G(v) has some relation to the appropriate truncation order. The truncation order of Legendre polynomials in SNP density depends on the initial guess G(v) as well as the total number of observations N . Our proposed SNP-SSMM estimation can be extended to the case beyond the ideal situation. We can think of a situation where there is some exogenous variation in the number of potential bidders even when identical auctions are repeated independently. Then, we can implement the SNP-SSMM estimation ˆ F˜ ): by adjusting the objective function as follows: Ω( Z



ˆ | F˜ ) |2 w(ξ)dt | Ψ(ξ



ˆ F˜ ) = Ω(



(68)



R2



where # " Il Il L X X X 1 1 ˆ F˜n ) = 1 exp(it1 bl,j ) − exp(it1˜bj ) exp(it2 Il ) Ψ(ξ| L l=1 Il j=1 Il j=1 where ξ = (t1 , t2 ) ∈ R2 , w(ξ) =



1 √ 2 2π



(69)



exp(− 12 ξ 0 ξ), L is the number of auctions



and simulated auctions, Il is the number of potential bids in the lth auction 46



The bounded support of the distribution is frequently used in kernel density estima-



tion. But the family of the bounded support density can be viewed to be nested in the family of unbounded support density in the sense of uniform consistency.
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and lth simulated auction. Of course, we can think of other criterion function which is similar to (65). Since it is rare to have independent replications of the identical auctions, we have to consider introducing heterogeneity into the auction model. After accommodating the covariates into the model, we need to prove the identification of the conditional distribution and propose a consistent density estimator.47 Particularly, if we can incorporate the covariates into the model semi-nonparametrically, we can expect some policy prediction according to the change in some covariates. This will be a future research. 47



The heterogeneity may come from bidders or auctions.
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APPENDIX Proof of Lemma 1. F is continuous and strictly monotonic, hence F −1 exists. Then, P[U ≤ u0 ] = P[F (X) ≤ u0 ] = P[X ≤ F −1 (u0 )] = F (F −1 (u0 ))



(70)



= u0 . Q.E.D. Proof of Lemma 2. Since I ∗ follows a binomial distribution with (I, 1 − α), 1 − α is the exL ∗ P ∗ il ˆ = 1 − L1 pectation of II . Hence, the nonparametric estimator for α is α I where L is the number of auctions in the ideal situation.



l=1



Q.E.D.



Proof of Lemma 3. Let the actual bidder’s value be V which is greater than p0 , then for all v ≥ p0 , F ∗ (v) = P(V ≤ v|V ≥ p0 ) P(p0 ≤ V ≤ v) P(V ≥ p0 ) F (v) − F (p0 ) = 1 − F (p0 ) =



Q.E.D. Proof of Lemma 4.
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Let U ≡ F ∗ (V ). Suppose F (p0 ) = α. Then, for all u0 ∈ [0, 1], P[U ≤ u0 ] = P[F ∗ (V ) ≤ u0 ] = P[



F (V ) − F (p0 ) ≤ u0 ] 1 − F (p0 )



= P[V ≤ F −1 ((1 − α)u0 + α)] ¡ ¢ = F ∗ F −1 ((1 − α)u0 + α) = u0 Q.E.D. Proof of Proposition 2. Note that bids are submitted by actual bidders whose values are greater than the reserve price p0 . The equilibrium bid of an actual bidder is β(V, F ) = RV V − F (V1)I−1 p0 F (x)I−1 dx for V = v ≥ p0 . Suppose there are observationally equivalent distributions F1 (V1 ) and F2 (V2 ) such that β1 (V1 ) ∼ β2 (V2 ) where β1 (V1 ) ≡ β(V1 , F1 ) = V1 − β2 (V2 ) ≡ β(V2 , F2 ) = V2 −



Z



1 I−1



F1 (V1 ) 1



I−1



F2 (V2 )



Z



V1 p0 V2



F1 (x)I−1 dx, F2 (x)I−1 dx.



(71)



p0



Without loss of generality, suppose the support of private value is (0, ∞). From lemma 3 and lemma 4, we can get the following relation: for all v ≥ p0 , F (v) = (1 − α)F ∗ (v) + α = (1 − α)u + α



(72)



where u = F ∗ (v). Using the equation (72), we can rewrite β1 (V1 ) and β2 (V2 ) in (71) as
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follows:



Z



1



β1 (V1 ) = V1 −



I−1



F1 (V1 )



−1



V1



F1 (x)I−1 dx



p0



= F1 (F1 (V1 )) −



Z



1 F1 (V1 )I−1



F1 −1 (F1 (V1 )) F1



−1 (F



1 (p0 ))



Z



1



−1



= F1 ((1 − α)U1 + α) −



F1 (x)I−1 dx



((1 − α)U1 + α)



I−1



F1 −1 ((1−α)U1 +α)



F1 (x)I−1 dx



p0



and β2 (V2 ) = F2 ((1 − α)U2 + α) −



Z



1



−1



((1 − α)U2 + α)I−1



F2 −1 ((1−α)U2 +α)



F2 (x)I−1 dx



p0



Redefining βj (Vj ) by ϕj (Uj ) with j = 1, 2, then ϕ1 (U1 ) = F1 ((1 − α)U1 + α) −



Z



1



−1



I−1



((1 − α)U1 + α)



F1 −1 ((1−α)U1 +α)



F1 (x)I−1 dx



p0



(73) ϕ2 (U2 ) = F2 −1 ((1 − α)U2 + α) −



Z



1 I−1



((1 − α)U2 + α)



F2



−1 ((1−α)U



2 +α)



F2 (x)I−1 dx



p0



(74) From the definition of bids distribution Λ(B) and the hypothesis of ϕ1 (U1 ) ∼ ϕ2 (U2 ), it follows that for all b0 ≥ p0 48 , P[B ≤ b0 ] = Λ(b0 ) = P(ϕ1 (U1 ) ≤ b0 ) = P(ϕ2 (U2 ) ≤ b0 )



(75)



From the property of U1 and the invertibility of ϕ1 (U1 ) on [0,1], it follows that P(ϕ1 (U1 ) ≤ b0 ) = P(U1 ≤ ϕ1 −1 (b0 )) = ϕ1 −1 (b0 ).



(76)



P(ϕ2 (U2 ) ≤ b0 ) = ϕ2 −1 (b0 ).



(77)



Similarly, Therefore, the equation (75),(76) and (77) lead to the following result: for all b0 ≥ p0 , P(B ≤ b0 ) = Λ(b0 ) = ϕ1 −1 (b0 ) = ϕ2 −1 (b0 ) 48



Note that the boundary condition β(p0 ) = p0 .



48



(78)



Hence, ϕ1 −1 (b0 ) = ϕ2 −1 (b0 ) for all b0 ≥ p0 .



(79)



Therefore, we can get the following relation: ϕ1 (u) = ϕ2 (u) a.e. on [0, 1].



(80)



It remains to show that: ϕ1 (u) = ϕ2 (u) a.e. on [0, 1] implies F1 (v) = F2 (v) a.e. on [p0 , ∞). From the equation (73), (74) and (80), it follows that for all u ∈ (0, 1), Z F1 −1 ((1−α)u+α) 1 −1 F1 ((1 − α)u + α) − F1 (x)I−1 dx I−1 ((1 − α)u + α) p0 Z F2 −1 ((1−α)u+α) 1 =F2 −1 ((1 − α)u + α) − F2 (x)I−1 dx (81) ((1 − α)u + α)I−1 p0 Multiplying both sides of equation (81) by ((1 − α)u + α)I−1 gives Z F1 −1 ((1−α)u+α) −1 I−1 ((1 − α)u + α) F1 ((1 − α)u + α) − F1 (x)I−1 dx Z I−1



=((1 − α)u + α)



−1



p0 F2 −1 ((1−α)u+α)



F2 ((1 − α)u + α) −



F2 (x)I−1 dx (82)



p0



Differentiating both sides of equation (82) with respect to u gives us (I − 1)((1 − α)u + α)I−2 (1 − α)F1 −1 ((1 − α)u + α) I−1 dF1



−1



I−1 dF2



−1



((1 − α)u + α) du dF1 −1 ((1 − α)u + α) − (F1 (F1 −1 ((1 − α)u + α)))I−1 du −1 I−2 = (I − 1)((1 − α)u + α) (1 − α)F2 ((1 − α)u + α) + ((1 − α)u + α)



((1 − α)u + α) du dF2 −1 ((1 − α)u + α) − (F2 (F2 −1 ((1 − α)u + α)))I−1 du + ((1 − α)u + α)



(83)



It follows that F1 −1 ((1 − α)u + α) = F2 −1 ((1 − α)u + α) for almost all u ∈ [0, 1].49 (84) 49



Note that (1 − α)u + α ∈ (α, 1).



49



Hence, from equation (72) and (84), we obtain: F1 (v) = F2 (v) a.e. on [p0 , ∞).



(85) Q.E.D.



Derivation of Equation (23). Z ∞ ˆ ˜ ˆ | F˜ ) |2 w(t)dt Ω(F ) = | Ψ(t Z−∞ ∞ ˆ | F˜ )Ψ(t ˆ | F˜ ) √1 exp(− 1 t2 )dt = Ψ(t 2 2π −∞ Z ∞X N X N 1 1 1 = 2 exp(it(bj1 − bj2 )) √ exp(− t2 )dt N −∞ j =1 j =1 2 2π 1 2 Z ∞X N X M 1 1 1 1 exp(it(bj1 − ˜bj2 )) √ exp(− t2 )dt − N M −∞ j =1 j =1 2 2π 1 2 Z M N 1 1 ∞ XX 1 1 − exp(it(˜bj1 − bj2 )) √ exp(− t2 )dt M N −∞ j =1 j =1 2 2π 1 2 Z ∞X M X M 1 1 1 1 + exp(it(˜bj1 − ˜bj2 )) √ exp(− t2 )dt M M −∞ j =1 j =1 2 2π 1



1 = 2 N −



2



N X N X j1 =1 j2



1 MN



N M 1 1 1 XX 2 2 exp(− (bj1 − bj2 ) ) − exp(− (bj1 − ˜bj2 ) ) 2 N M j =1 j =1 2 =1 1



2



M X N X



M X M X



j1 =1 j2



j1 =1 j2



1 1 2 exp(− (˜bj1 − bj2 ) ) + 2 2 M =1



1 2 exp(− (˜bj1 − ˜bj2 ) ) 2 =1 Q.E.D.
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Proof of Proposition 3. ¯ ¸ ϕ(X0 ) P[X0 ≤ a, U ≤ cψ(X ] ¯ ϕ(X0 ) 0) ¯ P[X ≤ a] = P X0 ≤ a ¯U ≤ = ϕ(X0 ) cψ(X0 ) P[U ≤ cψ(X ] 0) ·



h i i h ϕ(X0 ) ϕ(X0 ) E I(X0 ≤ a)I(U ≤ cψ(X ) E I(X ≤ a) 0 cψ(X0 ) 0) h i h i = = ϕ(X0 ) ϕ(X0 ) E I(U ≤ cψ(X ) E cψ(X0 ) 0) i h Ra ϕ(X0 ) E I(X0 ≤ a) ψ(X 0) −∞ h i = R∞ = ϕ(X0 ) E ψ(X0 ) −∞ Ra = R−∞ ∞ −∞



ϕ(x)dx ϕ(x)dx



Z



ϕ(x) ψ(x)dx ψ(x) ϕ(x) ψ(x)dx ψ(x)



a



=



ϕ(x)dx −∞



Q.E.D. Proof of Proposition 4. ˆ ˆ We can also denote ¯ By ¯assumption A, we can denote ΨN,n (t) = ΨN (t). PN ¯ˆ ¯ 1 ¯ΨN (t)¯ = |A1 (t) − A2 (t) − A3 (t)| where A1 (t) = N j=1 (Zj,1 (t) − µ1 (t)), P A2 (t) = N1 N j=1 (Zj,2 (t) − µ2 (t)) and A3 (t) = µ1 (t) − µ2 (t). i. sufficiency(⇒) ¯ ¯ ¯ˆ ¯ P Since ¯ΨN (t)¯ −→ 0,



¯ ¯2 ¯ˆ ¯ P ¯ΨN (t)¯ −→ 0 which is the equivalent to the following statement that we need to show: A1 (t)2 + A2 (t)2 + A3 (t)2 − (A1 (t)A2 (t) + A1 (t)A2 (t)) P



−(A2 (t)A3 (t) + A2 (t)A3 (t)) − (A3 (t)A1 (t) + A3 (t)A1 (t)) −→ 0. P



(86) P



By weak law of large numbers(WLLN), A1 (t) −→ 0 and A2 (t) −→ 0. P



Therefore, (86) becomes the statement that A3 (t)2 −→ 0 which implies that P



|A3 (t)| −→ 0. Since µ1 (t) and µ2 (t) are non-random, |A3 (t)| = |µ1 (t) − P



µ2 (t)| −→ 0 implies that µ1 (t) = µ2 (t) for all t. Hence, it implies that the ˜ are equivalent. distribution of random variables bid B and simulated bid B 51



ii. necessity(⇐) For all ε > 0 and for all t ∈ R, h i ˆ N (t)| > ε = P [|A1 (t) − A2 (t) − A3 (t)| > ε] P |Ψ h h h εi εi εi ≤ P |A1 (t)| > + P | − A2 (t)| > + P | − A3 (t)| > 3i 3 h 3 h h i ε ε εi = P |A1 (t)| > + P |A2 (t)| > + P |A3 (t)| > 3 3 3 (87) P PN 1 where A1 (t) = N1 N j=1 (Zj,1 (t) − µ1 (t)), A2 (t) = N j=1 (Zj,2 (t) − µ2 (t)) and A3 (t) = µ1 (t) − µ2 (t). It suffices to show the last equation in (87) converges to zero. If the distribution of simulated bids and bids are the same, µ1 (t) = µ2 (t) for all t, and thus |A3 (t)| = 0 for all t. Moreover, WLLN implies that h h εi εi P |A1 (t)| > −→ 0 and P |A2 (t)| > −→ 0 as N → ∞. (88) 3 3 Therefore, the last equation in (87) converges to zero as N → ∞. Hence, P ˆ N,n (t)| −→ |Ψ 0. Q.E.D. Proof of Corollary 2. Suppose that the space of SNP density functions on [0,1] consists of square integrable Borel measurable functions on [0,1]Pwhere L1 semi-metric n 2 ˆ ˆ n (G(v))g(v) = (1+ j=1Pδnj ρj (G(v))) g(v) and is defined. Note that fˆn (v) = h 2 fˆ(v) = h(G(v))g(v) =



1+



P 2 (1+ n j=1 δj ρj (G(v))) P∞ ˆ2 g(v). 1+ j=1 δj



ˆ



j=1 δj



ˆ n (G(v))g(v)||1 ||f (v) − fˆn (v)||1 = ||h(G(v))g(v) − h ˆ n (u)g(G−1 (u))||1 = ||h(u)g(G−1 (u)) − h Z 1 ˆ n (u))g(G−1 (u))|du = |(h(u) − h 0



µZ



1



≤



ˆ n (u)|2 du |h(u) − h



¶ 21 µZ



1



−1



2



¶ 12



|g(G (u))| du 0



0



(89) where u = G(v). 52



¯ ¯ ¯¯ Pn ˆ (1+ δj ρj (u))2 ¯ ¯ ˆ Pn ˆ2 Note that ¯h(u) − hn (u)¯ = ¯¯ 1+j=1 − δ j=1 j



¯



P 2¯ (1+ ∞ j=1 δj ρj (u)) ¯ P∞ 2 ¯ 1+ j=1 δj



P



−→ 0 as N →



∞ by assumption A. This implies that the last equation in (89) converges to P zero in probability as N → ∞. Hence, fˆn (v) −→ f (v) pointwise as N → ∞.50 Q.E.D. Proof of Corollary 3. When the initial guess distribution G(v) is given, we can have a one-toone relationship H(u) = F (G−1 (u)), equivalently, F (v) = H(G(v)) = H(u). Note the SNP distribution H is the distribution function on the unit interval [0,1]. sup |F (v) − Fˆn (v)| = sup |H(u) − Hn (u)| v≥0



u∈[0,1]



Z



¯ ¯ ¯ ¯ ˆ ≤ ¯h(u) − hn (u)¯ du 0 ¯ P∞ Pn ˆ Z 1 ¯¯ 2¯ 2 (1 + δ ρ (u)) (1 + δ ρ (u)) ¯ ¯ j=1 j j j=1 j j P∞ = − ¯ du ¯ Pn ˆ2 2 ¯ 1 + j=1 δj 1 + j=1 δj 0 ¯ 1



(90) ¯ P ¯ (1+ n δˆj ρj (u))2 Pn ˆ2 − Since ¯¯ 1+j=1 j=1 δj



¯



P 2¯ (1+ ∞ j=1 δj ρj (u)) ¯ P∞ 2 ¯ 1+ j=1 δj



P



P



−→ 0, the last term in (90) −→ 0.



P P Hence, sup |H(u) − Hn (u)| −→ 0 as N → ∞. Therefore, Fˆn (v) −→ F (v)



u∈[0,1]



for each v.



Q.E.D.



Proof of Lemma 5. Following the Lemma 4 in Bierens (1990), we need to show the following two conditions hold: (i) For each δ > 0 and an arbitrary t0 ∈ T , there exists an ε such that sup P (WN (t0 ) > ε) ≤ δ N



and 50



We use the simple inequality: If |A| ≤ |B| , then for all ε > 0, P[|A| > ε] ≤ P[|B| > ε]. In addition, if P[|B| > ε] → 0, then P[|A| > ε] → 0.
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(ii) for each δ > 0 and ε > 0, there exists an ξ > 0 such that Ã ! sup P N



sup |WN (t1 ) − WN (t2 )| ≥ ε



≤ δ.



|t1 −t2 |


Condition (i) comes from the fact that WN (t) converges to a normal distribution for each t ∈ T . Condition (ii) comes from the Chebishev’s inequality: Ã ! Ã P



! sup |WN (t1 ) − WN (t2 )| ≥ ε



E



sup |WN (t1 ) − WN (t2 )| |t1 −t2 |


≤



|ε|



|t1 −t2 |


With the loss of generality, let the number of bids in L auctions be that of simulated bids, i.e., N = M = L × I where I is constant. Note that sup |WN (t1 ) − WN (t2 )|



(91)



|t1 −t2 |


¯ ¯ ¯ ¯ ˜ ˜ sup ¯(exp(it1 bj ) − exp(it1 bj )) − (exp(it2 bj ) − exp(it2 bj ))¯



N 1 X = N j=1



|t1 −t2 |


N 1 X = N j=1



∞ ¯o X 1 n¯¯ ¯ sup ¯(it1 )k (bkj − ˜bkj ) − (it2 )k (bkj − ˜bkj )¯ k! |t1 −t2 |


N 1 X = N j=1



∞ ¯o X 1 n¯¯ k k ˜k k k ¯ sup ¯(i) (bj − bj )(t1 − t2 )¯ |t1 −t2 |


Note that ∞ ¯o X 1 n¯¯ k k ˜k k k ¯ (i) (b − b )(t − t ) ≤ sup ¯ j j 1 2 ¯ |t1 −t2 |


∞ X ¯o 1 n¯¯ k ¯¯ ¯¯ k ˜k ¯¯ ¯¯ k (i) ¯(bj − bj )¯ (t1 − tk2 )¯ |t1 −t2 |


sup



and that ¯ ¯ sup ¯(tk1 − tk2 )¯ =



|t1 −t2 |


≤



¯ ¯ sup ¯(t1 − t2 + t2 )k − tk2 ¯



(92)



|t1 −t2 |


k µ ¶ X k j=1



j



sup |(t1 − t2 )|j sup |t|k−j |t1 −t2 |


µ



t∈T



¶k



≤ ξ 1 + sup |t| t∈T
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(93)



Hence, " E



#



sup |WN (t1 ) − WN (t2 )| |t1 −t2 |


N ∞ 1 1 XX 1 ≤ |ε| N j=1 k=0 k!



( ) ¯ ¯ k ¯ ¯¯ k ¯ k ¯ ¯ k k ¯i ¯ E ¯(bj − ˜bj )¯ sup ¯(t1 − t2 )¯ |t1 −t2 |


( µ ¶k ) N ∞ 1 1 X X 1 ¯¯ k ¯¯ ¯¯ k ˜k ¯¯ i E ¯(bj − bj )¯ 1 + sup |t| ξ ≤ |ε| N j=1 k=0 k! t∈T



Setting δ =



ξ 1 |ε| N



N P ∞ P j=1 k=0



( 1 k!



¶k ¯µ ¯ ¯ k ˜k ¯ E ¯(bj − bj )¯ 1 + sup |t|



) completes the proof



t∈T



of (ii). Q.E.D. ˆ ◦ (t, t) and the Integrated Variance Derivation of the Variance Γ R κ ˆ◦ 1 Γ (t, t)dt. 2κ



−κ



The variance of WN,n (t), Γ(t, t), is as follows. ! Ã N 1 X (exp(itbj ) − exp(it˜bj )) Γ(t, t) = V ar √ N j=1 Ã ! Ã ! N N 1 X 1 X = V ar √ exp(itbj ) + V ar √ exp(itbj ) N j=1 N j=1 which is due to the independence of bj and ˜bj . Note that Ã ! N 1 X V ar √ exp(itbj ) = V ar (exp(itb1 )) N j=1



(94)



(95)



= E |exp(itb1 ) − E(exp(itb1 ))|2 V ar (exp(itb1 )) in (95) can be consistently estimated as follows ¯ ¯2 N ¯ N ¯ X X 1 1 ¯ ¯ Vd ar (exp(itb1 )) = exp(itbk )¯ ¯exp(itbj ) − ¯ N j=1 ¯ N k=1
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(96)



Moreover, ¯ ¯2 N ¯ ¯ X 1 ¯ ¯ exp(itbk )¯ ¯exp(itbj ) − ¯ ¯ N k=1 Ã !Ã ! N N 1 X 1 X = exp(itbj ) − exp(itbk ) exp(−itbj ) − exp(−itbk ) N k=1 N k=1 N N 1 1 X 1 1 X = 1 − exp(itbj ) exp(−itbk ) − exp(−itbj ) exp(itbk ) N N k=1 N N k=1 N N 1 X 1 X exp(itbk ) exp(−itbk ) + N k=1 N k=1



(97)



It follows from (96) and (97) that ¯ ¯2 N ¯ N ¯ X X 1 1 ¯ ¯ Vd ar (exp(itb1 )) = exp(itbk )¯ ¯exp(itbj ) − ¯ N j=1 ¯ N k=1 N N 1 X 1 X exp(itbj1 ) exp(−itbj2 ) =1− N j =1 N j =1 1



=1−



1 N2



2



N X N X



exp(it(bj1 − bj2 ))



j1 =1 j2 =1



N N 1 XX cos(t(bj1 − bj2 )) =1− 2 N j =1 j =1 1



(98)



2



Note that the last equation in (98) follows from the fact that exp(it(bj1 − P PN bj2 )) = cos(it(bj1 −bj2 ))+i sin(t(bj1 −bj2 )) and N j1 =1 j2 =1 sin(t(bj1 −bj2 )) = 0. It follows from (95) and (98) that ! Ã N N N X 1 XX 1 d exp(itbj ) = 1 − 2 cos(t(bj1 − bj2 )) V ar √ N j =1 j =1 N j=1 1 2



(99)



Similarly, Ã Vd ar



! N N N 1 X 1 XX √ exp(it˜bj ) = 1 − 2 cos(t(˜bj1 − ˜bj2 )) N j =1 j =1 N j=1 1 2
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(100)



We can estimate Γ(t, t) in (94) consistently: follows N N N N 1 XX 1 XX ˆ Γ(t, t) = 2 − 2 cos(t(bj1 − bj2 )) − 2 cos(t(˜bj1 − ˜bj2 )) N j =1 j =1 N j =1 j =1 1



=2−



1 N2



2



N X N X



1



2



i h ˜ ˜ cos(t(bj1 − bj2 )) + cos(t(bj1 − bj2 ))



(101)



j1 =1 j2 =1



Therefore, we can have the integrated variance function



1 2κ



Rκ −κ



ˆ t)dt as Γ(t,



follows. Z κ 1 ˆ t)dt Γ(t, 2κ −κ Z κ N N i 1 1 XXh = 2− 2 cos(t(bj1 − bj2 )) + cos(t(˜bj1 − ˜bj2 )) dt 2κ −κ N j =1 j =1 1 2 Z κ N N i 1 XXh 1 ˜ ˜ cos(t(bj1 − bj2 )) + cos(t(bj1 − bj2 )) dt 2− 2 = 2× 2κ 0 N j =1 j =1 1 2 " ¶#κ N N µ 1 XX 1 sin(t(bj1 − bj2 )) 2t − 2 I(bj1 = bj2 )t + I(bj1 6= bj2 ) = κ N j =1 j =1 (bj1 − bj2 ) 1 2 " Ã !#κ 0 N X N X ˜ ˜ 1 1 sin(t(bj1 − bj2 )) I(˜bj1 = ˜bj2 )t + I(˜bj1 6= ˜bj2 ) − 2 κ N j =1 j =1 (˜bj1 − ˜bj2 ) 1 2 0 " µ ¶# N N 1 XX 1 sin(κ(bj1 − bj2 )) 2κ − 2 I(bj1 = bj2 )κ + I(bj1 6= bj2 ) = κ N j =1 j =1 (bj1 − bj2 ) 1 2 " Ã !# N N ˜bj − ˜bj )) 1 1 XX sin(κ( 1 2 I(˜bj1 = ˜bj2 )κ + I(˜bj1 6= ˜bj2 ) − ˜ ˜ κ N 2 j =1 j =1 (bj1 − bj2 ) 1 2 N N ´ 1 XX³ ˜ ˜ I(bj1 = bj2 ) + I(bj1 = bj2 ) = 2− 2 N j =1 j =1 1 2 ! Ã N X N X ˜bj − ˜bj )) sin(κ( sin(κ(bj1 − bj2 )) 1 1 2 + I(˜bj1 6= ˜bj2 ) I(bj1 6= bj2 ) − 2 ˜ ˜ N j =1 j =1 κ(bj1 − bj2 ) κ(bj1 − bj2 ) 1



2



(102) Replacing bj with Φ(b◦j ) and ˜bj with Φ(˜b◦j ) respectively completes the derivation.



Q.E.D.
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Derivation of Z



1 2κ



Rκ



1 −κ N



¯ ◦ ¯ 1 ¯WN,n (t)¯2 dt = 1 2κ −κ 2κ κ



¯ ¯2 ¯ ◦ ¯ W (t) ¯ N,n ¯ dt. Z



¯ Ã N !¯2 N ¯ 1 ¯ X X ¯ ¯ ˜ √ exp(itΦ(bj )) − exp(itΦ(bj )) ¯ dt. ¯ ¯ ¯ N −κ κ



j=1



l=1



(103) Note that ¯2 ¯ N N N N ¯ ¯ 1 X X 1 XX 1 ¯ ◦ ◦ ¯ ˜ exp(itΦ(bj )) − √ exp(itΦ(bj ))¯ = exp(it[Φ(b◦j1 ) − Φ(b◦j2 )]) ¯√ ¯ N ¯ N N j=1 j=1 j1 =1 j2 =1 −



N N 1 XX exp(it[Φ(b◦j1 ) − Φ(˜b◦j2 )]) N j =1 j =1 1



−



1 N



2



N N X X



exp(it[Φ(˜b◦j1 ) − Φ(b◦j2 )])



j1 =1 j2 =1



N N 1 XX + exp(it[Φ(˜b◦j1 ) − Φ(˜b◦j2 )]) N j =1 j =1 1



2



(104) and note that exp(it[Φ(b◦j1 ) − Φ(b◦j2 )]) = cos(t[Φ(b◦j1 ) − Φ(b◦j2 )]) + i sin(t[Φ(b◦j1 ) − Φ(b◦j2 )]) exp(it[Φ(b◦ ) − Φ(˜b◦ )]) = cos(t[Φ(b◦ ) − Φ(˜b◦ )]) + i sin(t[Φ(b◦ ) − Φ(˜b◦ )]) j1



j2



j1



j2



j1



j2



exp(it[Φ(˜b◦j1 ) − Φ(b◦j2 )]) = cos(t[Φ(˜b◦j1 ) − Φ(b◦j2 )]) + i sin(t[Φ(˜b◦j1 ) − Φ(b◦j2 )]) exp(it[Φ(˜b◦ ) − Φ(˜b◦ )]) = cos(t[Φ(˜b◦ ) − Φ(˜b◦ )]) + i sin(t[Φ(˜b◦ ) − Φ(˜b◦ )]) j1



j2



j1



j2



j1



j2



(105) Using the fact



Rκ −κ



sin(t)dt = 0 and cos(−x) = cos(x) with (103), (104) and
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(105), we can get the following relation: 1 2κ



Z



¯ ◦ ¯ ¯WN,n (t)¯2 dt ≡ 1 2κ −κ κ



−



1 2κ



Z



κ −κ



Z



κ −κ



Z



N N 1 XX cos(t[Φ(b◦j1 ) − Φ(b◦j2 )])dt N j =1 j =1 1



2 N



2



N X N X



cos(t[Φ(b◦j1 ) − Φ(˜b◦j2 )])dt



j1 =1 j2 =1



N N 1 XX cos(t[Φ(˜b◦j1 ) − Φ(˜b◦j2 )])dt N −κ j1 =1 j2 =1 N N Z 1 1 XX κ ≡ cos(t[Φ(b◦j1 ) − Φ(b◦j2 )])dt κ N j =1 j =1 0 1 2 N N Z 1 2 XX κ − cos(t[Φ(b◦j1 ) − Φ(˜b◦j2 )])dt κ N j =1 j =1 0 1 2 N N Z 1 1 XX κ cos(t[Φ(˜b◦j1 ) − Φ(˜b◦j2 )])dt. + κ N j =1 j =1 0



1 + 2κ



κ



1



(106)



2



Note that Φ(b◦j1 ) − Φ(b◦j2 ), Φ(b◦j1 ) − Φ(˜b◦j2 ) and Φ(˜b◦j1 ) − Φ(˜b◦j2 ) appear in the denominator after integration in (106), we need to consider when they are zero or not. Therefore, N N Z 1 1 XX κ cos(t[Φ(b◦j1 ) − Φ(b◦j2 )])dt κ N j =1 j =1 0 1 2 " # ¡ ¢ N N ◦ ◦ X X sin κ × (Φ(b ) − Φ(b )) 1 j1 j2 = I(Φ(b◦j1 ) 6= Φ(b◦j2 )) × + I(Φ(b◦j1 ) = Φ(b◦j2 )) , ◦ ◦ N j =1 j =1 κ(Φ(bj1 ) − Φ(bj2 )) 1



1



N N Z 1 2 XX κ cos(t[Φ(b◦j1 ) − Φ(˜b◦j2 )])dt κ N j =1 j =1 0 1 2 ³ ´   ◦ ˜b◦ )) N X N sin κ × (Φ(b ) − Φ( X j1 j2 2 I(Φ(b◦j ) 6= Φ(˜b◦j )) × = + I(Φ(b◦j1 ) = Φ(˜b◦j2 )) , 1 2 ◦ ◦ N j =1 j =1 κ(Φ(bj1 ) − Φ(˜bj2 )) 1
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Q.E.D. Proof of Proposition 6. P ˆ t) −→ Note that Γ(t, E(|WN,n (t)|2 ) under the null hypothesis as N ind creases. Therefore, TˆN,n −→ T with E(T ) = 1 by continuous mapping theP 2 orem. T = ∞ j=1 pj εj follows Bierens and Ploberger(1997). Turing to the sec¯√ ³ P ´¯2 PN ¯ 1 ˜bj ) ¯¯ . exp(itb ) − exp(it ond statement, note that |WN,n (t)|2 = ¯ N N1 N j j=1 j=1 N ¯ P ¯2 P ¯ ¯ P N 1 ˜ Under the alternative hypothesis, ¯ N1 N exp(itb ) − exp(it b ) j j ¯ −→ j=1 j=1 N η(n) which is some positive real number which may depend on the truncation order n. Therefore,



TˆN,n N



P



−→ η(n) > 0. Q.E.D.



Proof of Proposition 7. (i). Suppose n > n0 . We need to show that lim P[CˆN (n) > CˆN (n0 )] = 1.



N →∞



It follows that " # h i ˆL,n nφ(N ) ˆL,n0 n0 φ(N ) T T lim P CˆN (n) > CˆN (n0 ) = lim P + > + N →∞ N →∞ N N N N · ¸ 1 ˆ φ(N ) = lim P (TN,n − TˆL,n0 ) > (n0 − n) N →∞ N N " # (TˆN,n − TˆL,n0 ) = lim P > n0 − n N →∞ φ(N ) =1 since



(TˆN,n −TˆN,n0 ) φ(N )



(107)



P −→ c > 0 which follows TˆN,n − TˆN,n0 = Op (1) and φ(N ) →



∞ as N → ∞ while n0 − n < 0. (ii). Suppose n < n0 . We need to show that P[CˆL (n0 ) < CˆN (n)] = 1. 60



(108)



It follows that h i lim P CˆL (n0 ) < CˆN (n) =



TˆN,n0 n0 φ(N ) TˆN,n nφ(N ) lim P + < + N →∞ N N N N " # TˆN,n TˆN,n0 φ(N ) = lim P − > (n0 − n) N →∞ N N N



N →∞



since p lim



"



³ˆ



TN,n N



−



TˆN,n0 N



´



= 1



#



(109)



) ≥ 0 and lim (n0 − n) φ(N = 0. N N →∞



Q.E.D.
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