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The Effects of Visual Representation on Bayesian Decision Making and Bayesian Reasoning Amanda Miles1 and Yasmine L. Konheim-Kalkstein2 Department of Psychology, University of Minnesota, Minneapolis, Minnesota This study examines whether visual aids may improve Bayesian reasoning and Bayesian decision making. Three visual aids were examined relative to a text-only condition: a frequency tree, a frequency grid, and a faces grid. Participants were given a hypothetical legal scenario with or without a visual aid and were asked to render a verdict and then estimate the probability of guilt. Participants in the control group were more likely to make a decision of not guilty than those that received the visual aid. Simply providing a visual aid did not seem to facilitate comprehension of the Bayesian problem. These findings suggest that, in regards to Bayesian decision making, visual aids are not helpful unless coupled with explicit instruction. Pages: 1-6



Researchers have highlighted the difficulty people often have with decisions under conditions of uncertainty (Edwards, Elwyn, & Mulley, 2002; Gigerenzer & Edwards, 2003). Uncertain conditions are those in which the outcome is unknown; thus, the decisions that rely on uncertain conditions are called risky decisions. Under uncertain conditions, people make decisions based on their estimate of the likelihood of an outcome. However, people often have difficulty estimating the likelihood or probability of an outcome. Improving the way information is communicated may help people correctly estimate probabilities and subsequently, make better decisions. This study examines the use of visual aids to improve decision making when people are presented with a scenario requiring Bayesian reasoning. Bayesian reasoning requires estimating whether a given sample came from a certain population. In the scenario used in this study, Bayesian reasoning involves combining a base rate of a condition with specific information or data pertaining to the scenario to estimate a probability, which is 1



Amanda Miles ([email protected]) attends the University of Minnesota. She is currently a senior in her undergraduate studies in the Department of Psychology. After graduation in May 2008, Amanda plans on furthering her career in the field of Psychology by attending graduate school.



2



Yasmine L. Konheim-Kalkstein ([email protected]) received her Ph.D. in Educational Psychology in May, 2008. Her dissertation was on Bayesian decision making. Amanda Miles assisted in Yasmine's research and was mentored by Yasmine in the completion of this project.



VOLUME 1 – SPRING 2008 - www.psych.umn.edu/sentience © 2008 Regents of the University of Minnesota



known as the posterior probability. This is most easily explained by using an example. In the medical field, there are often imperfect diagnostic tools (tests) that may indicate the presence of a condition (e.g., a disease). Thus, a test result could have four different outcomes in detecting the presence or absence of a disease: Hit: In this case, a positive test correctly detects the disease. Correct Rejection: In this case, a test is negative and correctly indicates the disease as being not present. Miss: This can also be called a false rejection. In this case, a test fails to detect the disease although the disease is, in fact, present. False Positive: This is also referred to as a false alarm. In this case, a test incorrectly indicates a disease as being present when it is, in fact, not present. A typical Bayesian reasoning problem used in the psychological literature provides a subject with the base rate, the hit rate, and the false-positive rate, and asks the subject to calculate the posterior probability. Below is a sample Bayesian reasoning problem originally adapted from Eddy (1982): In a given population of women, 1% of women will get breast cancer. 79.2% of the time a mammogram is used it accurately detects the presence of breast cancer. 9.6% of the time, the mammogram will be positive for breast cancer, when in fact the patient does not have breast cancer. What is the probability
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that a patient from this population has breast cancer, given a positive mammogram? Bayes' theorem was developed to solve for the posterior probability, or the probability of the condition (cancer) given the data (a positive mammogram). In this example, the patient has about an 8% chance of actually having breast cancer given a positive mammogram. In this situation you assume that there are 100,000 people in the population, 1,000 of which actually have breast cancer. Of the 1,000 people who have cancer 792 will test positive (hit rate). Of the 99,000 that do not have cancer 8,758, or 9.6%, will test positive (false positive rate). In order to find the posterior probability you must divide the amount of people that test positive and actually have cancer by all the possible positive tests: 792 792 + 8,758



or



792 9,550



=



0.082



This results in the final posterior probability of 0.082 or about 8%. However, studies have reported that people have great difficulty estimating the posterior probability (e.g., Villejoubert & Mandel, 2002). Presenting the problems using frequencies (e.g., 1,000 in 100,000 women will get breast cancer of which 792 will have a positive diagnosis) has been shown to improve Bayesian reasoning (Gigerenzer & Hoffrage, 1995; Sedlmeier & Gigerenzer, 2001). Gigerenzer and Hoffrage (1995) argue that natural frequencies, such as 3 in 10 resonate with humans more than probabilities and percentages, such as 30%, making them much easier to understand. As mentioned earlier, people have difficulty calculating posterior probabilities. Some people use the correct Bayesian strategy which yields the correct posterior probability. Other people use non-Bayesian or incorrect strategies (Gigerenzer & Hoffrage, 1995). There are multiple nonBayesian strategies that are commonly used when trying to solve Bayesian problems (Zhu & Gigerenzer, 2006). These strategies usually focus solely on one piece of information such as the hit rate or false positive rate, while completely neglecting all the rest of the information. The hit rate refers to the rate or frequency at which a test accurately detects a condition. The false positive rate refers to the rate or frequency at which a test is positive when the condition is not present. This results in either overestimations or underestimations of the correct posterior probability. One common strategy is conservatism, which involves attending to the base rate information while neglecting any new information. For example, in the above problem, subjects might report the posterior probability to be 1% if they are displaying conservatism. The base rate neglect strategy is the opposite of conservatism. Participants focus solely on the new information, disregarding the base rate information resulting in estimations that are too high. In the above problem, a subject who reports the posterior probability to be 70% is displaying base rate neglect. Inverse fallacy is another strategy that is frequently
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FIGURE 1. Frequency tree used in this experiment.



used. This strategy involves confusing the hit rate with the posterior probability. In the above scenario estimates may be 79.2% or higher using the inverse fallacy strategy. Successful instruction in Bayesian reasoning involves teaching subjects to represent the information in frequencies. Such instruction often involves use of a visual as an instructional tool. Two types of visuals that have been used are a frequency tree and a frequency grid. Rather than representing each individual case, the frequency tree (Figure 1) divides the groups into subcategories according to the base rate, such as the number of people who have breast cancer and the number of people who do not have breast cancer. In each of the two categories there is another division, based on the test information (e.g., the number of people who have a positive test and the number who have a negative test). The frequency tree used for the current experiment can be seen in Figure 1. Given the above example, in a frequency grid (Figure 2), each square in the grid would represent an individual case or person. Squares would then be shaded to represent the number of people with breast cancer. A given square would also indicate whether or not the person tested positive for breast cancer by using signs such as a + or a -. The + denotes a positive test and the - denotes a negative test. (An example of the frequency grid as it pertains to the legal scenario of this experiment is provided in Figure 2.) A grid can also be made



FIGURE 2. Frequency grid used in this experiment.
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FIGURE 3. Faces grid used in this experiment.



using actual faces or stick figures instead of squares (Figure 3). To illustrate people that have breast cancer the same shading rules as the frequency grid would apply to the stick figures or faces. Instead of using a + or - to denote positive and negative test, a sick/sad or happy face is used for the stick figure or faces grid. Sedlmeier and Gigerenzer (2001) taught subjects how to convert the probabilities into a Bayesian problem using a frequency tree (Figure 1) and a frequency grid (Figure 2). Cosmides and Tooby (1996) found that having people construct their own visual aid using frequencies increased the likelihood of calculating a correct probability relative to subjects who did not construct a visual. It is important to note that these experiments used either a tutorial or an “active” element of participation. The participants were given a brief lesson on how to understand and construct visual representations. They were then asked to solve the Bayesian problem or construct their own visual representation of the problem. This allowed them to transfer their recently learned knowledge to similarly formatted problems. The tutorial experiment by Sedlmeier and Gigerenzer (2001) saw a much larger increase in correct responses than the active construction experiment by Cosmides and Tooby (1996). However, in these instances the active participation and the tutorial may have confounded the research done on the visual aids. It is difficult to tell if it was actually the visual aid or just the tutorial that resulted in more accurate calculations. It is possible that representing people with stick figures or faces (as opposed to squares) may alter risk perception. A qualitative study found that women believed the stick figure representation to be the easiest to understand (Schapira, Nattinger, & McHorney, 2001). The women in that study also reported the stick figures created a human context for the information rather than the raw numbers provided by probabilities and bar graphs. Stone, Yates, and Parker (1997) found similar results when testing the use of stick figures in comparison to numerical data. Their study also found that risk-
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aversive behavior increased when given stick figure representations over numerical only data. The effectiveness of grids with faces has not been examined as much in the Bayesian literature therefore, in the present study, we compared a faces grid (Figure 3) to a standard frequency grid (Figure 2). Outside of the field of Bayesian reasoning, visual aids have been proposed as useful decision aids to help people comprehend numerical information (Edwards, Elwyn, & Mulley, 2002; O’Donell et al., 2006). Visual aids may come in the form of graphs or visual displays. Waters, Weinstein, Colditz, and Emmons (2006) found that when participants received graphical displays about risk information they showed better comprehension than those that were provided with text only information. Even though researchers have proposed visual aids to be useful within the field of Bayesian reasoning these visuals have mostly been used as active teaching tools, when participants are explicitly taught to understand the problem or asked to develop their own visual aid. Little research has examined the effect of simply giving a visual aid next to the text. The purpose of this experiment was to discover if visual aids are helpful for understanding Bayesian reasoning problems, as well as if the visual aids influenced the decision that was made. This study differs from previous experiments because the visual aids are being presented without a tutorial or element of “active” participation. This experiment tests the true effectiveness of the visual aids. A Bayesian problem was paired with three types of visual aids: a frequency tree, a frequency grid, and facial figures. A control group with no visual aid (text only) was also tested. The groups were compared to determine which visual aids were helpful in calculating a posterior probability and in rendering a correct decison. The groups were also compared to determine if one type of visual aid was more successful at communicating data than another. Based on the success Sedlmeier and Gigerenzer (2001) had with the frequency tree, we hypothesized that the frequency tree would prove most helpful when calculating posterior probabilities and making accurate decisions. METHOD Participants Participants were recruited from the University of Minnesota-Twin Cities. One hundred sixty-nine students were asked to voluntarily complete the survey; 56 men and 111 women (two participants did not indicate their sex). Participants in the study included both undergraduate and graduate students. Informed consent was implied by participation. Participants were randomly assigned to one of four conditions: 41 were in the control group, 42 were in the frequency tree condition, 42 were in the frequency grid condition and 44 were in the faces grid condition. The age of participants ranged from 18-55 (M= 24.25, SD = 6.01). Participants received one extra credit point for their participation in the study.
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Procedure Surveys were distributed randomly among the participants. Each participant was given the following problem, from which they were asked to make a decision of guilty or not guilty: Last year a review of police records for 100 traffic stops showed that out of the 100 people who were caught violating a traffic law, 5 of these people were driving under the influence (DUI). All of these five people received a positive result on the breathalyzer. Of those who were not DUI, 4 out of 95 also received a positive result on the breathalyzer. This year, Sam was pulled over for a traffic violation and charged with a DUI (driving with a blood alcohol level over the legal limit). Sam pled not guilty, but the breathalyzer taken at the scene provided a positive result for a DUI. You are serving on a jury. Based on this evidence, you must render a decision of “guilty” or “not guilty”. The judge’s verdict is based on the majority vote of the jury. To find Sam guilty, you must be certain beyond a reasonable doubt. What is your verdict for Sam, who is charged with a DUI? (Subjects circle “Guilty” or “Not Guilty”) On the next page of the survey participants were given the same problem but asked to estimate the probability Sam was guilty. For this specific scenario the base rate is 5 out of 100. The hit rate is 5 out of 5. The false positive rate is 4 out of 95. In order to correctly calculate the posterior probability the number of correct positive breathalyzers (5) must be divided by all the possible positive breathalyzers (9). The calculation of 5/9 = 55.5%, therefore 55.5% is the correct posterior probability for this problem. Participants were not allowed to use a calculator. Participants were allowed to answer in any form such as percentage or fraction. All answers were later converted into percentages. Responses that were within 5% of the correct answer were considered correct Bayesian responses. In addition to this question, participants assigned to the visual groups were also given one of three visuals on each page (the visuals are shown in Figures 1-3). On the third page of the survey, participants were asked to establish a probability of guilt they would consider acceptable to meet the criteria in a criminal case of “beyond a reasonable doubt.” Data were analyzed using both a t-test and chi square to measure the effect of visual aids on participants’ decisions as well as estimated probabilities. The critical values were set at .05.
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RESULTS According to the legal definition, “beyond a reasonable doubt” (BARD) is a more stringent standard than “preponderance of the evidence” which is defined as greater than 50% (The People’s Law Dictionary, 2008). The analysis revealed that, on average, subjects found the BARD threshold to be 85.72% (SD = 22.06), which is consistent with the legal definition. Based on the legal definition of BARD as well as the subjects’ average (85.72%), we defined “not guilty” as the “correct” decision for this experiment. Thus data from 13 participants who considered BARD to be 50% or lower were not analyzed as they lacked appropriate comprehension of the concept. The data analyzed for these results are from 156 participants. Four conditions of the visual aids were tested: the frequency tree, the frequency grid, the faces grid and the control group which received no visual aid. It was hypothesized that the frequency tree would be the most helpful for calculating posterior probabilities and making accurate decisions. The frequency grid and the faces grid were found to have similar effects. When comparing the two grid conditions there was no significant difference in posterior probability estimations [t(80) = -1.29, p = .20]. There was also no significant difference in the proportions of decisions made (guilty versus not guilty) between the two grid conditions [χ²(1) = .01, p =.93]. Furthermore, there was no difference in the participants’ ability to estimate a Bayesian posterior probability within 5% as a result of the grid condition [χ²(1) = 1.51, p =.22]. Because no significant differences were found, the frequency grid and the faces grid were combined into one group for the remaining analyses. Posterior Probability Estimates The total number of participants that generated the correct Bayesian response of 55.5% was 23.7%; an additional 1.4% of participants who generated the correct Bayesian response within 5% (50.5-60.5%) were also included, totaling 25%. The remaining 69.9% of the participants failed to generate a probability within 5%. The mean estimation of the posterior probability among the participants was 52.2% (SD = 36.98). Although the mean posterior probability estimation seems close to the correct answer of 55.5%, the large standard deviation demonstrates a very large range of estimations. The low number of correct responses demonstrates no effect of using a visual aid on proportion of correct estimates of the posterior probability. The incorrect (non-Bayesian) responses were grouped into the following categories: conservativism (an estimate of 5%), base-rate neglect (greater than or equal to 90% but less than 100%), inverse fallacy (100%), evidence-only (9%), and
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VISUAL REPRESENTATIONS AND BAYESIAN REASONING TABLE 1. Percentage of participants (number of participants) who engaged in various non-Bayesian strategies as a function of visual condition. _____________________________________________________________________ Text-Only Frequency Tree Grid _____________________________________________________________________ Conservativism (5%) 23.1% (6) 14.3% (4) 29.1% (16) Base rate neglect (90% and up) 23.1% (6) 32.1% (9 16.4% (9) Inverse fallacy (100%) 3.8% (1) 25.0% (7) 23.6% (13) Evidence-only (9%) 3.8% (1) 14.3% (4) 7.3% (4) Other 46.2% (12) 14.3% (4) 23.6% (13) _____________________________________________________________________ *p = .05 for this 3 x 5 chi square analysis



other (responses that did not fit into the other four categories) (see Table 1). There was an effect of visual aids on the type of non-Bayesian strategy [χ²(8) = 15.49, p =.05]. Decision Making The effect of visual aids on decision making (specifically, the binary decision regarding guilt rather than the computation of probability of guilt) was analyzed using a chisquare test based on a 2 (decision) by 3 (visual) contingency table. The results show the visual aids actually had an opposite effect than hypothesized, such that participants who received a visual aid were less likely to make the correct decision of “not guilty” [χ²(2) = 8.77, p =.01]. When the three different types of visuals (the frequency table, frequency grid, and the faces grid) were collapsed into one group it became more apparent that visuals seem to hinder Bayesian decision making [χ²(1) = 7.88, p =.005]. Participants were more likely to render a verdict of “not guilty” when they only received the text (61.5%) relative to those that were given a visual (35.9%). Participants were thus 1.71 times more likely to make the correct decision of not guilty if given no visual. Further analysis sought to examine whether the participant’s ability to generate a correct Bayesian probability might influence their ability to make the correct decision. The results found that participants able to generate the correct Bayesian probability were 1.86 times more likely to make the decision of “not guilty” [χ²(1) = 10.31, p =.001]. DISCUSSION In the past, Sedlmeier and Gigerenzer (2001) have shown that training participants in the use of frequency trees and frequency grids improves ability to calculate correct Bayesian probabilities. Their research included an explicit tutorial or “rule training” for understanding and interpreting visual information in the form of a frequency. They saw a 60% increase in participants’ ability to generate correct solutions after being given the rule training. Even though our study used similar frequency tree and grid formats, the explicit instruction in their study seemingly played a crucial role in calculating the correct probability. In our study, participants were not taught how to use a visual to solve Bayesian reasoning problems; rather they were presented with a visual as an aid with no explicit instruction. Our research suggests that simply
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providing the visual information without a tutorial is not helpful in generating the correct Bayesian response. Our study also looked at the element of decision making. Again, decision making refers to the decision made rather than the mathematical computation of the probability. The literature on the effect of visuals on decision making is mixed. Researchers like Edwards, Elwyn and Mulley (2002) have found success while others have not. Peters, Dieckmann, Dixon, Hibbard and Mertz (2007) found that pairing numerical data with symbols caused a slight decrease in correct decision making. Although the findings in their experiment were insignificant they noticed that the presence of symbols negatively affected comprehension. Peters et al. (2007) concluded that symbol choice was vital to comprehension, noting that some symbols may be more confusing for the participant than helpful. Our findings were similar in that the visual aids may have had a negative effect on decision making. Similar to Peters et al. (2007), the visuals in our experiment may have been more confusing, causing participants to use incorrect or non-Bayesian strategies. The findings of this study suggest that multiple nonBayesian strategies were used when calculating posterior probabilities. When looking directly at the incorrect estimates we see some potential relationships between the visual provided and the non-Bayesian strategy used. Those that received the frequency grid diagram tended to use the conservatism strategy (estimate of 5%). Participants that received this visual may have been biased to focus on the shaded cases, disregarding the unshaded cases. Those that received a frequency tree tended to use the inverse fallacy strategy (estimate of 100%) and the base rate neglect strategy (estimate of 90% and higher). Participants that received this visual may have only focused on one side (guilty or not guilty) of the tree, disregarding pertinent information on the other side (namely, false positive rate). Providing visual aids without direction on how to read them may in fact increase the likelihood of using these strategies. Future research may examine how to increase understanding and ability to calculate optimal responses by modeling other types of past research. “Probe” questions regarding the scenario may help participants understand the problem (e.g., asking subjects to first identify the hit rate or false positive rate). Cosmides and Tooby (1996) found that when given these guiding questions there was a large increase in correct Bayesian responses from 12% for the non guided control group to 76% in the probe question group. Answering these questions requires first identifying the information necessary to calculate the correct Bayesian response. However, in the future, probe questions could be coupled with visual aids, in order to better gauge the comprehension resulting from the visual. One limitation to our study was that participants may not have taken the time to understand the problem or the visual aid. Participants may have simply guessed rather than taken the time to comprehend the information and use it appropriately in their calculation. Using probe or guiding questions will help to make sure participants attend to the
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information necessary to accurately calculate the final posterior probability. Another change that could be made to this experiment in the future would be to provide a similar scenario and visual aid with a correct solution prior to the experimental (unsolved) scenario. The solution to the first problem would act as a key to help participants transfer the provided knowledge to the experimental problem. This would also test participants’ understanding of the visual aid rather than simply a prior understanding of solving Bayesian problems. Participants may be more accurate in their estimations of posterior probabilities if they learn how to read the diagram using a similar problem. The results of this experiment could then be compared to the results of the guided question experiment to see the differences. Another aspect of our study that differs from previous research is the decision of guilt. Participants in our study were asked to render a verdict of guilty or not guilty. Participants that were able to calculate the correct Bayesian probability were almost twice as likely to make the decision of not guilty. One possible limitation of our study was that BARD was not specifically (numerically) defined, however, in the legal system, BARD does not have a discrete value and is not provided to a jury as such. The majority of participants in this study agreed that BARD was approximately 85%, demonstrating that participants generally agreed with its conceptual definition. In future research, it may be helpful to put the BARD question at the beginning of the survey rather than the end. This may help participants set a standard that must be met in order to be considered guilty as well as eliminate discrepancies between participants’ answers and the decisions that they make. Visual aids are frequently used in the medical field (Schapira et al., 2001). One reason these aids may be considered helpful is because the doctor is there to help guide them through the problem. Instead of simply giving the patient the visual aids, the doctor can actively explain the content and how to interpret the meaning of the visual aid, making it easier for the patient to understand. Guiding a patient through the visual aid may in fact be the key element as to what makes them beneficial, which is supported by Sedlmeier and Gigerenzer’s (2001) research. Overall, understanding of Bayesian reasoning is important for all people in everyday life. Given that people typically have poor understanding and problem solving skills of Bayesian problems, it could be beneficial to provide detailed education of Bayesian reasoning. Doctors and many other
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professionals deal with Bayesian problems on a frequent basis and a detailed knowledge and understanding may prove very helpful for practitioners and clients alike. Bayesian problem solving skills may also prove beneficial for the layperson when trying to reach a verdict in a real trial, or deciding which medical procedure they should choose. REFERENCES Cosmides, L., & Tooby, J. (1996). Are humans good intuitive statisticians after all? Rethinking some conclusions from the literature on judgment under uncertainty. Cognition, 58, 1-73. Eddy, D. M. (1982). Probabilistic reasoning in clinical medicine: Problems and opportunities, In D. Kahneman , P. Slovic, & A. Tversky (Eds.), Judgment under uncertainty: Heuristics and biases (pp.249-267). Cambridge, England: Cambridge University Press. Edwards, A., Elywn, G., & Mulley, A. (2002). Explaining risks: turning numerical data into meaningful pictures. BMJ, 324, 827-830. Gigerenzer, G., & Edwards, A. (2003). Simple tools for understanding risks: from innumeracy to insight. BMJ, 327, 741-744. Gigerenzer, G., & Hoffrage, U. (1995). How to improve Bayesian reasoning without instruction: Frequency formats. Psychological Review, 102, 684704. People's Law Dictionary, The (2008). Beyond a reasonable doubt. Retrieved April 29, 2008, from http://dictionary.law.com/default2.asp?selected=59 Peters, E., Dieckmann, N., Dixon, A., Hibbard, J., & Mertz, C. (2007). Less is more in presenting quality information to consumers. Medical Care Research and Review, 64, 169-192. Schapira, M., Nattinger, A., & McHorney, C. (2001). Freuency or probability? A qualitative study of risk communication formats used in health care. Medical Decision Making, 21, 459-467. Sedlmeier, P., & Gigerenzer, G. (2001). Teaching Bayesian reasoning in less than two hours. Journal of Experimental Psychology, 130, 380-400. Stone, E., Yates, F., & Parker, A. (1997). Effects of numerical and graphical displays on professed risk-taking behavior. Journal of Experimental Psychology, 3, 243-256. Villejoubert, G. & Mandel, D. (2002). The inverse fallacy: An account of deviations from Bayes’ theorem and the additivity principle. Memory & Cognition, 30, 171-178. Waters, E., Weinstein, N., Colditz, G., & Emmons, K. (2006). Formats for improving risk communication in medical tradeoff decisions. Journal of Health Communication, 11, 167-182. Zhu, L. & Gigerenzer, G. (2006). Children can solve Bayesian problems: the role of representation in mental computation. Cognition, 98, 287-308.
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Frontal P3 Amplitude Indexes Risk of Developing an Illicit Substance Use Disorder in Adolescent Males: Evidence From the Minnesota Twin Family Study Abraham Markin1, Greg Perlman2, and William G. Iacono3 Department of Psychology, University of Minnesota, Minneapolis, Minnesota P3 amplitude reduction (P3AR) predicts risk for illegal substance abuse. Most of the existing research has focused on P3 recorded from parietal scalp sites. Conversely, frontal lobe dysfunction is considered influential in the development of substance abuse. To our knowledge, this study is the first to examine the predictive ability of P3AR recorded exclusively from a frontal scalp electrode. P3 was elicited with a visual task in 382 adolescent males from a community sample at age 14, some of which developed an illicit substance abuse (ISA) disorder before the age of 17. Reduced P3 measured at the Fz, but not Pz, electrode was associated with the development of illicit substance abuse or dependence at age 17. Pages: 7-12



Illicit substance abuse and dependence (ISA) has profound human and economic costs (e.g. Cohen, 1998). Treatment and prevention efforts might be aided through a better understanding of what factors predispose an individual to use illegal drugs. It has been established that the etiology of substance abuse and dependence includes both genetic (e.g. Cadoret, Troughton, O'Gorman, & Heywood, 1986) and environmental (e.g. Tsuang et al., 1996) components. As with any behavior as complex as illegal drug use, many heterogeneous variables contribute to individual outcomes. Efforts to understand the complex interplay of genes and environment must therefore proceed simultaneously from various disciplines and theoretical perspectives. Analysis of Event-Related Potentials (ERPs), a form of processed electroencephalogram (EEG) data, has been 1 Abe Markin ([email protected]) is graduating in May 2008 with a major in psychology and minor in Spanish. He will continue studying at the University of Minnesota in the coming fall as a first year medical student. 2 Greg Perlman ([email protected]) is third-year graduate student in the Clinical Science and Psychopathology Research Program at the University of Minnesota. His research interests include the study of psychophysiological markers of increased risk for psychopathology. 3 William G. Iacono ([email protected]) is a Distinguished McKnight University Professor and a principal investigator at the Minnesota Twin Family Study. His research focuses on the use of family and twin study designs to investigate the etiology of different types of psychopathology.
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shown to be useful in indentifying individuals at high risk for substance abuse. EEG measurements are obtained by placing electrodes on the scalp and recording the observed changes in electric potential. ERPs are calculated by collecting EEG data over the course of many stimulus presentations (e.g. visual stimuli presented on a computer screen) and averaging the resulting waveforms. The various positive and negative deflections in a stereotypical ERP waveform have been categorized and named, with certain features thought to represent specific cognitive processes. The earliest detectable electrophysiological responses to stimuli are associated with simple sensory processes, while mid-latency and late components are thought to reflect neural activity involved in more complex cognitive and affective processes (Luck, 2005). The P3 (or P300) is a late, positive-going deflection typically observed 250-400 milliseconds after stimulus presentation and is involved in what has been termed “context updating” (Donchin & Coles, 1988), which is the modification of expectations about the stimulus environment. The size, or amplitude, of the P3 deflection varies with stimulus characteristics that include salience, relative infrequency, and task relevance (Luck, 2005). The theory of context updating rests on the reasonable assumption that humans and other animals continuously maintain a representation of their environment, sometimes called “working memory.” Working memory includes organisms’ expectations about their environment, which are modified by the ongoing integration of incoming sensory
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information. Sensory experiences that are not anticipated based on one’s current expectations are particularly important for the “updating” of cognitive representations of one’s stimulus environment, or “context.” The P3 is reliably enhanced following unexpected stimuli (Donchin & Coles, 1988). P3 amplitude reduction (P3AR) is associated with illegal drug abuse, (Bauer, 1997; Biggins, MacKay, Clark, & Fein, 1997) as well as alcohol abuse (Carlson, Katsanis, Iacono, & Mertz, 1999) and tobacco abuse (Anokhin, et al., 2000). Importantly, P3AR in adolescents has also been shown to predict the development of illicit drug abuse (Carlson, McLarnon, & Iacono, 2007) and alcohol abuse (Carlson, Iacono, & McGue, 2004; Hill, Steinhauer, Lowers, & Locke, 1995) later in life. To our knowledge, this is the first study to specifically examine the predictive validity of frontally recorded P3AR with respect to illegal drug abuse. ERP research dealing with substance abuse has generally recorded the P3 at parietal scalp sites. Several factors have motivated the historical focus on parietal areas. Centroparietal scalp locations are the site of the largest and most easily observable P3 and were the focus of Donchin and Coles’ (1988) groundbreaking theory. Researchers have since benefited by conducting experiments that can be easily interpreted in terms of Donchin and Coles’ understanding of the P3. However, the localization of executive cognitive function in the frontal lobes of the brain (e.g. Smith & Jonides, 1999) suggests that P3 amplitude measured from frontal scalp locations might more directly measure the cognitive processes relevant to ISA than parietally-recorded P3. Executive functioning includes goal-directed behavior, planning, and decision-making processes, and has been associated with risk for ISA (Nigg et al., 2006) and alcoholism (Deckel & Hesselbrock, 1996; Nigg et al., 2006). Several potential advantages of using P3 amplitude obtained from the Fz electrode site (a point on the midline of the frontal area of the scalp) rather than Pz (midline parietal) measurements remain to be explored. For example, Hill et al. (1999) reported that differences in P3 amplitude between highrisk and low-risk groups decrease over the course of adolescence. The analyses conducted by the Hill group combine P3 amplitude measured at four electrode sites along the midline of the scalp (Fz, Cz, Pz, and Oz) with left and right parietal sites (P3 and P4). It is possible that the P3 as measured specifically at the Fz electrode site might not be subject to the same gradual decrease in predictive value as subjects mature. This suggests the possibility that it might potentially discriminate between high-risk and low-risk adults when the Pz site is not suitable. This study aims to contribute to existing evidence that P3 amplitude indexes risk for substance abuse by demonstrating the predictive validity of frontally recorded P3 amplitude. It is hypothesized that frontal P3AR at age 14 predicts the eventual development of ISA as assessed at age 17. Establishing that the P3 as observed at frontal scalp sites predicts the eventual onset of ISA would complement existing techniques available to discriminate between high and low-risk groups. It might also
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represent a biological marker of genetic predisposition to ISA that more directly assesses relevant brain activity in the prefrontal cortex than does parietally recorded P3 amplitude. METHOD Participants The participants (N=382) in this study were adolescent males drawn from the Minnesota Twin Family Study (MTFS), a large longitudinal study with an emphasis on the role of genetic factors in substance abuse and psychopathology. Same-sex twin pairs recruited for the MTFS were identified using Minnesota birth records and represent an epidemiological sample of Minnesota’s population at the time of recruitment. Upon intake, the twins and their families travel to the University of Minnesota for a day of assessment. During this visit, the 11-year-olds gave written assent to participate and written consent was obtained from their guardians. The participants then returned for follow-up visits every three to four years. More information about the MTFS can be found in Iacono and McGue (2002). The positive ISA diagnosis group included 87 participants who met the requirements for an illicit substance abuse or dependence diagnosis at any point up to their second follow-up, and the non-ISA group consisted of 295 participants free of any substance use diagnoses. The average age for the positive diagnosis group was 18.14 years (SD = 0.747) and 17.87 years (SD = 0.604) for the control group. Diagnoses of other psychological disorders did not affect group assignment for either the ISA-positive or control group. Assessment of Substance Abuse Assessment of substance abuse was achieved using the Substance Abuse Module (SAM; Robins, Babor, & Cottler, 1987) of the Composite International Diagnostic Interview. Information regarding substance abuse behavior of the participants was also collected from their parents and co-twin. This data was then reviewed by at least two graduate students trained in clinical diagnosis, and diagnoses were assigned when a consensus on the presence of symptoms had been met. Diagnoses were based on the DSM-IV-TR criteria. Event-Related Potential Measurement The psychophysiological evaluations considered in this study were conducted at the twins’ first follow-up visit. At this time the participants were between 14 and 16 years old, with an average age of 14.82 years (SD = 0.486) for the positive diagnosis group and 14.73 years (SD = 0.445) for the control group. Data from the first follow-up visit were used because it was the first time that ERP measurements at frontal electrode sites were conducted. The task used to elicit ERPs was a modified version of the rotated heads task described in Begleiter, Porjesz, Bihari, and Kissin (1984) and is illustrated in Figure 1. The rotated heads task is a type of visual “oddball” paradigm, the
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along with a 7.5-Hz low-pass filter to minimize interference. Peak assignments were hand scored by an undergraduate research assistant blind to group status using the computer program MATLAB and guidelines designed to identify the third positive peak as the P3. RESULTS



FIGURE 1. Participants are instructed to watch a monitor on which is displayed one of the above images. The four target conditions are presented on the left, the non-target image on the right. On target trials, the task requires that participants identify which side of the cartoon head has an ear and press the corresponding button.



prototypical task designed to elicit the P3. It involves the repeated presentation at random of either a frequent or a rare stimulus. Participants are instructed to respond to the infrequent, or “target” stimulus. P3 amplitudes to these stimuli are enhanced as a result of both their infrequency and their task relevance. This task has been used extensively in studies of risk for alcoholism and substance abuse. Participants watched a computer screen on which either a cartoon head with one ear (the infrequent target stimulus) or a plain oval (the frequent, nontarget stimulus) appeared every few seconds. Nontarget trials did not require the participant to make a response. On target trials participants were asked to respond by pressing one of two buttons to indicate if the ear is on the head’s right or left side. Target trials included two difficulty levels based on the orientation of the cartoon head. The trials in which the nose points up are referred to as “easy,” and the trials with the rotated head are referred to as “difficult,” since participants must perform the spatial visualization of figuring out right and left from the perspective of the cartoon head. As is convention in substance abuse literature, the data presented here represent the average across all target trials, without regard to difficulty status. Subjects were told to react as quickly and accurately as possible and were given the opportunity to practice before the assessment began. Event-Related Potential measurements were made in the manner described in Iacono, Malone, and McGue (2003) and other MTFS publications. EEG data were collected using the Grass Systems Model 12 Neurodata Acquisition System (Grass Instruments, Quincy, MA). Electroencephalographic signals were recorded with 1/2 amplitude low- and highfrequency filter settings at 0.01 Hz. The electrodes were referenced to linked earlobes and grounded on the participant’s right shin. Impedance was less than 10 kΩ for the ground and 5 kΩ for the EEG. Data points were recorded at a rate of 256 Hz for 0.5 seconds preceding and 1.5 seconds following each stimulus presentation. The eye blink correction technique developed by Gratton, Coles, and Donchin (1983) was used VOLUME 1 – SPRING 2008 - www.psych.umn.edu/sentience © 2008 Regents of the University of Minnesota



It was hypothesized that decreased P3 amplitude at either frontal or parietal electrode sites at age 14 would predict illegal drug use at age 17. An Analysis of Variance (ANOVA) was conducted comparing the grand average P3 amplitude for the ISA and control groups at frontal and parietal electrode sites. P3 amplitude at the parietal electrode site (Figure 2) did not predict ISA. [F(1,380) = 0.54, p=0.46; X non − ISA =29.77(9.55), X ISA = 28.91(9.88)] P3 amplitude as observed at the frontal location did predict future substance use behavior, with the substance abuse group demonstrating markedly lower amplitude, F(1,379) = 5.85, p=.016. The amplitude of the P3 component of the ISA group was 5.86 µV (SD = 7.25 µV), compared to significantly lower average amplitude for the control group: 3.56 µV (SD = 7.95 µV). Cohen’s delta (Cohen’s D) was used as a measure of effect size, and is calculated as the difference in microvolts between the groups divided by the total sample standard deviation. The effect size at the Fz electrode was 0.28 ((5.8 µV -3.6 µV)/7.85= 0.28). Cohen’s delta at the Pz electrode was 0.09 ((29.77 µV -28.91 µV)/9.61=.09). The raw waveforms for the Fz electrode are pictured in Figure 2. The raw waveforms for the Pz electrode are pictured in Figure 3. DISCUSSION The evidence collected in this investigation supports an association between reduced frontal P3 amplitude and increased risk for developing an illicit substance abuse disorder. Although other work has indicated an association between parietal P3 amplitude and substance abuse behavior, the difference in the present sample was not significant. It is possible that a larger sample size would have revealed a significant effect at the Pz electrode that was not discernable in this group. These results might suggest that the Fz electrode is



FIGURE 2. Grand Average ERP waveform in response to target stimuli as measured from the Fz electrode site. The waveform for the ISA group is represented by the solid line and the control group is dashed.
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FIGURE 3. Grand Average ERP waveform in response to target stimuli as measured from the Pz electrode site. The waveform for the ISA group is represented by the solid line and the control group is dashed.



a better measure in that it is more sensitive to subtle differences between high and low-risk groups because it accesses brain functions more closely related to ISA risk factors. Iacono, Malone, and McGue (2003) considered P3 amplitude as a candidate endophenotype relevant to the development of substance abuse disorders and other behaviors characterized by behavioral disinhibition. As defined by Gottesman and Gould (2003), endophenotypes are measurable traits somewhere along the causal chain between genotype and behavior or disease that present distinct diagnostic and etiological advantages over outwardly visible traits. From a diagnostic perspective, the endophenotype concept is appealing because it allows highly reliable physiological measurements to be used in place of less reliable techniques like self-reported symptoms. The present investigation aims to contribute to existing literature that considers P3 amplitude as a measurable index of genetic predisposition toward developing an illicit substance abuse disorder. The success of these efforts might simplify the search for genes that influence susceptibility to such disorders by helping to identify gene carriers (Iacono, Malone, & McGue, 2003). Iacono, Carlson, Taylor, Elkins, and McGue (1999) proposed that the frequent co-occurrence of substance abuse and a spectrum of psychological disorders including attentiondeficit disorder (ADD), antisocial personality disorder (ASPD), and conduct disorder (CD) can be partly explained by a psychological process common to all of these conditions. They theorized that a genetically determined failure to suppress behavioral impulses contributes to risk of developing these conditions. The tendency toward behavioral disinhibition has been termed an “externalizing” factor (Krueger et al., 2002). Compelling evidence suggests that psychophysiological (e.g. ERP, electrooculogram, and skin conductance) measurements can be used to identify individuals at risk for externalizing
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disorders, even as early as adolescence (Carlson, Katsanis, Iacono, & Mertz, 1999). Furthermore, by assessing specific neural pathways of behavioral control, these psychophysiological measurements might shed light on the mechanisms by which risk is elevated in some individuals. In this context, our results suggest the tentative hypothesis that frontally recorded P3AR might represent decreased functionality in the frontal lobes corresponding to reduced ability to suppress behavioral impulses. Gathering evidence in favor of an association between frontal P3 amplitude and risk for illicit drug abuse is the first step towards establishing this measure as an endophenotype relevant to ISA disorders. However, further research is necessary for this measure to be most useful as such. In addition to being associated with a certain condition, Gottesman and Gould (2003) suggest several criteria by which candidate endophenotypes can be evaluated. These include: heritability, association with specific genes, independence from the current disease state, and incidence in family members of people with the condition at a higher rate than in the general population. P3 amplitude elicited under the ERP paradigm developed by Begleiter et al. (1984) has been found to be strongly heritable, with estimates ranging from 48% to 80% for men (Carlson & Iacono, 2006; Katsanis, Iacono, McGue, & Carlson, 1997; Yoon, Iacono, Malone, & McGue, 2006). Almasy et al. (1999) reported a heritability of 0.48 for frontally observed P3 elicited by this task. These heritability findings have spurred interest in finding specific genes associated with variations in P3 amplitude. Using an auditory oddball paradigm, Johnson et al. (1997) attributed 20% of the variance in frontal P3 amplitude to the cannabinoid receptor gene, CNR1. Using the same visual ERP paradigm as the present investigation, Hill et al. (1998) reported that carriers of the A1 allele of the DRD2 dopamine receptor gene have lower P3 amplitude as observed at parietal electrode sites. Other research (e.g. Lin, Yu, Chen, Tsa, & Hong, 2001) has produced mixed results regarding a connection between the DRD2 gene and P3 amplitude. Limitations of the Present Study Fifty-seven out of the 87 participants in this study’s ISA group received a concurrent alcohol abuse or dependence diagnosis. One potential confound of the results is that members of the ISA group drink more heavily than members of the non-ISA group and that the observed difference in amplitude between these two groups could be entirely accounted for by an analysis of quantity of alcohol consumed. This possibility represents an important question for follow-up research. A further challenge involved in interpreting data that implicates P3 amplitude as an endophenotype specific to ISA is that P3 amplitude has been found to covary with a wide variety of psychological disorders. For example, schizophrenia (e.g. Duncan, Perlstein, & Morihisa, 1987; Eikmeier, Lodemann, Zerbin, & Gastpar, 1992) and depression (e.g. Gangadhar, Ancy, Janakiramaiah, & Umapathy, 1993) are both associated
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with P3AR. However, as noted in Patrick et al. (2006), the effects of depression on P3 amplitude have been shown to be disease state-dependent (Yanai, Fujikawa, Osada, Yamawaki, & Touhouda, 1997). In contrast, the presence of P3AR prior to the development of ISA confirms that it is an enduring characteristic of individuals likely to abuse illegal drugs. One last potential confound of the present study is the possibility that unreported drug abuse before the age of 14 may have resulted in P3AR and promoted future risk for addiction. Additionally, despite the community sampling technique employed by the MTFS, its results are not universally generalizable. An epidemiological sample of the population of Minnesota is predominantly Caucasian and of Scandinavian descent. Finally, the limited scope of this study motivated its focus on males. The incidence of ISA in the MTFS sample is higher among males than it is in females. Using data from exclusively males allowed for a sufficiently large ISA group within the constraints of the scope of this study. Findings that reduced cognitive functioning is associated with substance abuse disorders in both males and females (Giancola, Mezzich, & Tarter, 1998, as cited in Giancola & Tarter, 1999) suggest that similar mechanisms are at work in both sexes. An important question for further research concerns the degree of similarity between the factors that are involved in the etiology of ISA for males and females. Future Directions An important question regarding the connection between P3 amplitude and ISA is whether a causal relationship exists between the brain processes accessed by P3 amplitude measurement and these disorders, or if P3 amplitude decrement simply serves as an indirect marker for increased risk. If P3AR is only a marker for the presence of genetic predisposition to ISA, then it has clinical utility in identifying at-risk adolescents for intervention and treatment prior to the onset of pathological drug use. However, if the neurogenerators of the P3 component directly implement executive functioning or behavioral control ability in the prefrontal cortex, our results also suggest that intervention and treatment programs should be targeted at specific brain regions. This issue requires further investigation and will have implications for a broad class of psychophysiological research. In order to confirm frontal P3 amplitude as an endophenotype relevant to the development of illicit substance abuse disorders, more work is needed to demonstrate that it fulfills the requirements proposed by Gottesman and Gould (2003). Further research is also needed in order to tease out the subtle differences in frontal and parietal P3 amplitude as a predictor of ISA. It would be interesting to see whether differences in frontal P3 amplitude in adolescents represents a developmental delay as Hill et al. (1999) suggest is generally the case for P3 amplitude. If not, Fz measurements may be exceptionally useful for discriminating between high-risk and low-risk adults across development.
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Influence of Nonacademic Activities on College Students’ Academic Performance Jisoo Ock1 Department of Psychology, University of Minnesota, Minneapolis, Minnesota The purpose of this study was to examine the relationship between the amount of time spent in nonacademic activities and their grade point average (GPA). Deeper understanding of the relation between these two variables has important implications because it can enhance the predictability of college students’ academic success from students’ behavior. Forty-two undergraduate students enrolled at the University of Minnesota were surveyed. There was a negative, but non-significant relationship between the hours spent in all nonacademic activities and GPA. Of the specific categories of nonacademic activities, the only category for which there was a significant correlation was between socializing with friends and GPA (r = - .0.34, p = 0.03). This finding suggests that overall time allotted to nonacademic activities and GPA may not be related, but specific social behaviors may affect academic performance. Pages: 13-16



One of the immediate and most important changes that students face upon entering college is having the opportunity to engage in many different activities. However, with this change there also comes the responsibility of making judgments for appropriately allocating time to each of the activities while maintaining a desirable academic performance. Variations in allotment of time for nonacademic activities (e.g. athletics, socializing, job) may affect students’ grade point average (GPA). If this is the case, undergraduate students’ academic success may be predicted from their participation in nonacademic activities and time management. Studies have consistently reported a negative relationship between students’ participation rate in nonacademic activities and their academic achievement. Purdy, Eitzen, and Hufnagel (1982) examined the academic achievements of over 2,900 student-athletes at Colorado State University from 1970 to 1980. The results showed that student-athletes achieved less academically compared to the general student body. The mean GPA for the student-athletes, for example, was considerably lower than that of the general student population (2.56, and 1 Jisoo Ock ([email protected]) is a senior psychology major student from Busan, Korea. Jisoo will receive his BA in psychology in May 2008. Jisoo intends to go to graduate school to pursue a degree in industrial/organizational psychology. Jisoo plans to do research on human abilities and intelligence measurement that can be used by schools/companies for student/personnel selection.
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2.74 respectively). Furthermore, this study showed that the graduation rate of the student-athletes (34.2%) was much lower than the graduation rate of the general students in the same period (46.8%). In addition, the student-athletes who were more dedicated to their sport (e.g. sport-scholarship holders, participants in major sports such as basketball and football) had the poorest performance and potentials in academics. Plant, Ericsson, Hill, and Asberg (2005) also found similar results regarding the relationship between participation in nonacademic activities and school performance in postsecondary education. They conducted a study in which they surveyed 88 undergraduate students about their day-to-day activities. The result showed that there was a negative relationship between hours spent working and GPA. Their study also showed that hours partying or socializing were negatively associated with GPA. These results provide strong support to the possibility that their may be a negative relationship between the amount of time spent in nonacademic activities and academic performance. However, other studies have presented findings with opposing results. For example, Stecklein and Dameron (1965) found no significant difference between student-athletes’ and non-student-athletes’ average GPAs (2.42 for studentathletes and 2.40 for non-student-athletes). This result directly contradicts the findings of Purdy et al (1982). In addition, Keogh, Bond, and Flaxman (2006) showed that stress management through social events increased the cognitive
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abilities of students. Furthermore, Michaels and Miethe (1989) found that academic success of college/university students results from quality of study effort, rather than their time devoted to academic or nonacademic activities. These findings suggest that students involved in nonacademic activities can succeed academically and participation in nonacademic activities may not be directly associated with academic performance. In order to address these inconsistent findings, this study examines the relation between students’ academic performance with their participation in nonacademic activities that may have an effect on academic performance. Students’ participation in nonacademic activities was measured by the number of hours the student devoted to each activity so that there would be a clear quantitative value of the extent of their participation in those activities. Based on the findings of the past research, I hypothesized that there would be a negative relationship between hours spent on nonacademic activities and GPA. In order to test the hypothesis, questionnaires were distributed to students at University of Minnesota. The questions asked participants for the number of hours they devoted each week to nonacademic activities as well as their year in school, expected graduation year, and cumulative college GPA. From these data, I measured the correlation between the time allotted for the nonacademic activities and academic performance. METHOD Participants Students enrolled in a Research Methods class at the University of Minnesota were asked to participate in this study. However, because the students in this class were predominantly Caucasians, eight more students from a business management class were selected using convenience sampling; one Hispanic, four African-American, and three Asian students attending the University of Minnesota so that the sample would be more representative of demographics of the school. The undergraduate student population of the school at the time when this research was conducted consisted of 80% Caucasian students, 10% Asian students, 5% African-American students, 4% Hispanic students, and 2% Native American students. 53% of the students were female and 47% of the students were male. The final sample of this experiment included thirty-one Caucasians (74%), five Asians (12%), four African-Americans (9%), and two Hispanics (5%). In terms of gender, twenty-three participants were female (55%) and nineteen participants were male (45%). Prior to choosing to take part in the study, participants were asked to voluntarily fill out the survey and were verbally informed that there would not be any specific compensation for participating. Materials A paper-and-pencil survey was created for the purpose of this study (See Appendix A). The survey asked the
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participants to report their general demographic information including their age, gender, ethnicity, and year in college. The survey asked participants for the number of hours each week that the participant devoted to each category of nonacademic activities specified in the survey. Categories specified in the survey were; Exercising, Watching TV, On computer for nonacademic purpose, Socializing with friends, Going to bars/parties, Working, and Others. Procedure After verbally obtaining informed consent from all of the participants, participants were given sufficient time to thoroughly complete the questions. The surveys were distributed and collected so as to ensure anonymity. When the participants finished the survey, I distributed a written document that debriefed the participants about the purpose of my research. Pearson r correlation coefficients were calculated to examine the relationship between hours spent on nonacademic activities to GPA. RESULTS Forty-two participants completed the survey. The data obtained from the questionnaire showed that participants’ GPA ranged from a minimum of 1.90 to a maximum of 3.95. The sample mean was 3.30 and standard deviation was 0.44. There was a negative, but non-significant correlation between GPA and Total Hours Spent in Nonacademic Activities / Week (r = - 0.28, p = 0.08. (See Figure 1.) Of the specific categories of nonacademic activities, the only category for which there was a significant correlation was between socializing with friends and GPA (r = - .0.34, p = 0.03. (See Table 1.) To examine the possibility of a curvilinear relationship between the variables, a residual plot was plotted. However, residuals were also randomly distributed.



FIGURE 1. Linear Regression Model between “GPA” and “Total Hours Spent in Nonacademic Activities / Week”.
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TABLE 1. Correlation between the dependent variable GPA and each of the independent variables of “Nonacademic Activities”. _________________________________________________________________________________________________________________________ Measure Total Hours Spent Hours of Hours of Hours of Hours of Computer Hours Socializing Hours Spent in Nonacademic Work / Exercise / Watching Usage (Nonacademic with Friends / at Bar / Activities / Week Week Week TV / Week Purpose) / Week Week Week _________________________________________________________________________________________________________________________ Correlation - .275 - .217 .114 - 0.10 - .045 - .343(*) -.115 with GPA p-value .078 .168 .473 .950 .776 .026(*) .469 _________________________________________________________________________________________________________________________ * indicates that the correlation is significant, α=0.05



DISCUSSION Contrary to my hypothesis, the results failed to show any significant relationship between the amount of time participants spent in nonacademic activities and their GPA. This result extends the findings of Stecklein and Dameron (1965) by demonstrating that time allotted to nonacademic activities other than athletics also is not related to academic performance in post-secondary education. The non-significant relation found in this study also was consistent with Keogh et al.’s (2006) findings, which showed that positive interactions with other people improved mental health and cognitive function of the participants, which in turn resulted in higher school exam scores. However, the non-significant result obtained in this study must be interpreted with caution because one of the variables of nonacademic activities in this study – Socializing with friends – showed significant negative relation to GPA. Although this result was not specifically hypothesized, it is an interesting finding because past literature that examined the relation between social behaviors or extraversion and postsecondary academic performance showed non-significant results. For example, meta-analysis by Trapmann, Hell, Hirn, and Schuler (2007) found that extraversion was not related to college grades. O’Connor and Paunonen (2007) found similar result in their meta-analysis, which failed to show any valid relation between extraversion and academic performance in post-secondary education. These researchers did mention however, that some studies that were included in their metaanalyses showed heterogeneous results. These findings imply that more evidence needs to be accrued in order to find a valid relation between specific social behaviors of the college students and academic performance. Further research is needed to verify the findings of the present results and to identify the boundaries within which these results can be generalized because of limitations in the experiment. First, the correlation between GPA and Total Hours Spent in Nonacademic Activities/Week was not significantly related. However, there is a probability of occurrence of Type-II error. Secondly, the categories of
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nonacademic activities that I included in the survey were subjectively chosen and may be incomplete or lack validity. I may have failed to show a significant relationship because my survey did not ask for nonacademic activity variables that have a stronger relationship with GPA. Thirdly, the sample size could have been too small to detect a real relationship between the variables. A specific problem that may have occurred in this study was the participants’ homogeneity of cognitive ability. Given the relatively high sample mean GPA of the participants, I may have failed to find the result that I hypothesized because participants in this study were responsible students who knew how to balance their time well. Finally, participants’ self-report on the questionnaires might not reflect their true behaviors. For example, participant may have inflated their cumulative GPA and understated Hours Spent at Bar / Week to present themselves in a socially desirable way. Future researchers can potentially explore a much larger sample that has a greater chance of displaying a significant relationship between GPA and participation in nonacademic activities. Future researchers can also explore the potential of other variables of nonacademic activities that have a stronger relationship with GPA, whether it is negative or positive, that can be used to enhance the predictability of GPA from students’ participation in nonacademic activities. In addition, using a longitudinal approach to collect data over an extended amount of time may increase the likelihood of finding a significant relationship. In conclusion, the present study affirms that there is no relationship between the overall time spent for nonacademic activities and academic achievement for college students. This perhaps is positive in that it will not discourage students in post-secondary education to engage in the extracurricular or nonacademic activities, which are indeed important for one’s mental and physical well-being. Time may be the most precious resource not only for students but also for many of us in the society. The findings of this study can reassure students that it is possible to allocate time for their various activities while achieving their desired academic success.
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REFERENCES Keogh, E., Bond, F., & Flaxman, P. (2006). Improving academic performance and mental health through a stress management intervention: Outcomes and mediators of change. Behavior Research and Therapy, 44, 339-357.



General Information: Age: ___________



Gender: ___________



Ethnicity: ___________



GPA (Cumulative): ___________



Michaels, J., & Miethe, T. (1989). Academic Effort and College Grades. Social Forces, 68, 309-319.



Year in College: ___________ Major (If Declared): ___________



O’Connor, M. C., & Paunonen, S. V. (2007). Big Five personality predictors of post-secondary academic performance. Personality and Individual Differences, 43, 971-990.



Time Spent on Nonacademic Activities (Average/Week):



Plant, A., Ericsson, A., Hill, L., & Asberg, K. (2005). Why study time does not predict grade point average across college students; Implications of deliberate practice for academic performance. Contemporary Educational Psychology, 30, 96-116.



Exercising (Not for Sports): ___________ Watching TV: ___________ On Computer (For Nonacademic Purpose): ___________ Socializing with Friends: ___________ Going to Bars/Parties: ___________ Working: ___________ Others? (Please Specify): _________________________________
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Prudy, D., Eitzen, D., & Hufnagel, R. (1982). Are athletes also students? The educational attainment of college athletes. Social Problems, 29, 439-448. Stecklein, J., & Dameron, L. (1965). Intercollegiate athletics and academic progress: A comparison of academic characteristics of athletes and non-athletes at the University of Minnesota, Bureau of Institutional Research, University of Minnesota. Trapmann, S., Hell, B., Hirn, J.O., & Shuler, H. (2007). Meta-analysis of the relationship between the big five and academic success at university. Journal of Psychology, 215, 132-151.
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Missing the Signs: The Impact of Cell Phone Use on Driving Performance Keli K. Holtmeyer1, Parisa Montazerolghaem2, and Stephanie A. Rowcliffe3 Department of Psychology, University of Minnesota, Minneapolis, Minnesota The dangers of cell phone use while driving have been heavily debated in society, highlighting the importance of the issue to the public. The current study examined the effects of cell phone use on driving performance. A sample of 242 drivers was studied on an urban, college campus. Researchers observed drivers and noted whether or not they were conversing on a cell phone and if they made a complete stop at the given stop sign. The study found that drivers who were conversing on a cell phone were less likely to make a complete stop at the stop sign. Lawmakers can use this information in support of an in-vehicle cell phone ban to help minimize the consequences of driver inattention. Pages: 17-19



Cellular phones, also called ‘cell’ phones, have become increasingly popular over the past decade. As of 2005, 66% of the United States population owned a cell phone (“Forum examines: Cell Phone Culture,” 2005). Many people rely on cell phones to communicate in their daily lives and emergency situations. However, it may become problematic when these phones are used while a person is driving a moving vehicle. For example, Seo and Torabi (2004) found that a substantial proportion (21%) of college students who were involved in accidents reported that at least one driver was using a cell phone at the time of the accident. There are certainly many beliefs about the risks of cell phone use while driving. One viewpoint is that cell phone usage while driving poses a 1



Keli Holtmeyer ([email protected]) is a senior in the College of Liberal Arts at the University of Minnesota. She will receive her BA in Psychology in May 2008. After gaining sufficient job experience, she plans to pursue an entrepreneurship in the professional organizing and event-planning field.
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Parisa Montazerolghaem ([email protected]) is a senior in the College of Liberal Arts at the University of Minnesota. She will receive her degree in Psychology this fall, with which she plans to further her studies in Child Psychology. Her interest in children and adolescence, as well as the advancing research in the field, has led her to this realm of psychology. She is particularly interested in the cultural differences amongst children, and hopes to contribute to this aspect of the field.



3 Stephanie Rowcliffe ([email protected]) is a senior in the School of Journalism and Mass Communication at the University of Minnesota. She will receive her BA in Advertising with a minor in Psychology in May 2008. She plans to work in the advertising field for a year before attending graduate school for Marketing.
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hazard. An alternative belief is that an individual has the capability to multi-task and the alleged ‘distraction’ of cell phone use is no different than the act of switching the radio station, talking to a passenger, or consuming food and beverages. When passing laws related to the use of cell phones while driving, it is important that government officials make their decisions based on research and not just speculations. Past research has shown significant links between driving performance and cell phone use. Rosenbloom (2006) found that the use of cell phones hinders safe driving. Researchers that had been trained to measure gaps in between cars observed various drivers who did not know they were a part of a study. The findings revealed that cell phone drivers were more likely to leave a smaller gap in between their car and the car in front of them. This implies that, if forced to make an immediate stop, the driver would not have as much distance between the car in front of them, which one might expect to increase the likelihood of a rear-end collision. Strayer and Drews (2007) found that when immersed in a simulated driving experience, cell phone users were less successful in avoiding objects that were introduced into their simulated driving environment. Furthermore, these drivers were not as able to create a durable, or lasting, memory of what was in their driving path. Even though hands-free cell phones were utilized in this study, drivers still demonstrated a decline in driving performance. The studies by Rosenbloom (2006) and Strayer and Drews (2007) have collectively found a decline in driving performance in the presence of in-car cell phone use. While causation cannot be implied, the results are still considerable.
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PHONE USE DRIVING PERFORMANCE



In addition to the experimental research, psychologists have also completed data analyses of accident records to find possible correlations between driving performance and cell phone use. Neyens and Boyle (2007) analyzed teenage driver accident records and found that drivers conversing on a cell phone were more likely to be involved in rear-end collisions. Perhaps some of the most convincing research regarding in-car cell phone studies comes from Beede and Kass (2006). Research showed that after experiencing various driving scenarios in a simulation, participants were more likely to miss peripheral cues when they were involved in a cell phone conversation. There is a correlation between driving performance and the use of a cell phone. Although the study was limited to college students with six years of driving experience, it still suggests a lack of attention in drivers whose cognitive processes are consumed by a cell phone conversation. The primary purpose of this study was to build upon past research of cell phone use by drivers. These studies have focused specifically on aspects such as the ability to avoid road obstructions (Strayer & Drews, 2007), to keep distance between themselves and the car ahead of them (Rosenbloom, 2006), and the ability to switch lanes while talking on a cell phone (Beede & Kass, 2006). Much of the research analyzing driving distractions has focused on behavior that is more risky or careless than illegal, for example, following another car too closely or switching lanes while talking on a cell phone. In contrast, the current study addresses a law that drivers should legally abide by. In every state, a driver is required by law to stop at a stop sign. For the purposes of this study, we classified a complete stop as one in which all four wheels were stationary for any amount of time. This study will examine the relation between a driver’s use of a cell phone and abiding by the law. Past research, as stated earlier, has shown a decline in driving performance and suggests the presence of some form of inattention, which presumably could cause an individual to unintentionally break the law. In order to observe drivers in their natural habitat and reduce the risk of interference from the experimenters, the method of naturalistic observation was used. Drivers’ cell phone behavior and stopping behavior were observed and recorded as the drivers approached a specific stop sign on a university campus. The aim of the research was to examine how in-car cell phone use was related to abiding by the traffic law while driving. We hypothesized that an individual would be less likely to make a complete stop at a stop sign if they were conversing on a cell phone.



METHOD Participants For this study, researchers observed 242 drivers. The observations took place on an urban, midwestern university campus. It is likely that the drivers included students and nonstudents who were on campus for various reasons, although this was not confirmed. Data were estimated as to the observed
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individual’s age, race, and gender. These data showed a fairly even split between males (59.9%) and females (40.1%). Similarly, results displayed a fairly even distribution for age. Of the total observed drivers, we estimated that 45.5% were between the ages of 15-30, 50% were between the ages of 31 and 60, and 4.5% were over the age of 61. Of the observed drivers, it was estimated that 73.6% were Caucasian, 9.1% were African American, 7.4% were Asian American, 5.0% were Hispanic, and 5.0% were of another race that did not apply to the other categories. Because the drivers were unaware that they were being observed, it was unnecessary to compensate them. Pedestrian traffic could greatly affect whether or not a driver would stop, so locations were chosen on campus that were not heavily trafficked with pedestrians in order to ensure consistency. Observational Procedures In order to keep an accurate log of information about each driver and the vehicle they were operating, a chart was used to record observations. In this chart, the observers noted the driver’s gender, an estimate of their age and race, whether or not the driver was conversing on a cell phone, and if a complete stop was made at the given stop sign. In order to reduce the likelihood of missing needed information due to lack of time, two researchers observed the same participants. One was responsible for recognizing the participant characteristics (age, gender, and race). The second was responsible for determining if the driver was conversing on a cell phone and if the driver made a complete stop. The observations were made from an appropriate distance of 15 feet in order to reduce the likelihood of the driver being distracted by the researchers, while still ensuring accurate measurement. The observations occurred over a period of one week. There were six separate instances of measurement and six different locations on campus were used. The observations were conducted between the hours of 9:00am and 12:00pm. About 40 participants were measured during each observation, eventually yielding the total count of 242 individuals measured. Due to the nature of the study, the absence of participant manipulation, and the fact that participants were unaware of their participation, it was unnecessary to debrief participants or have them sign an informed consent form.



RESULTS A chi-square test of independence was used in order to compare the percentages of drivers who did or did not stop as a function of a cell phone. Analyses showed that the group of drivers who were not conversing on a cell phone differed significantly from cell phone users in their likelihood of making a complete stop at the stop sign, [χ2(1) = 8.968, p = .003]. Only 47.2% of drivers talking on cell phones made stops, in comparison to the 72.3% of drivers that were not on cell phones. This difference is illustrated in Figure 1.
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Percent of participants making a complete stop
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FIGURE 1. Percentage of drivers who made a complete stop at the stop sign, separately for the cell phone and non-cell phone user groups.



DISCUSSION The results of this study support the hypothesis that individuals conversing on a cell phone would be less likely to make a complete stop at a stop sign. While the findings suggest that cell phone usage may be predictive of poorer driving, the nature of the current study prevents us from being able to draw a causal link. The findings only allow us to report an association between a decrease in law-abiding driving behavior with cell phone usage. It is reasonable to assume that the act of conversing on a cell phone may divert a person’s limited attention. This would explain why over half of the cell phone drivers failed to make a complete stop. Perhaps the driver was paying more attention to the conversation at hand than the technicalities of driving. The theory of divided attention suggests that when people are distracted, they may subliminally take in what is happening around them, but may not consciously register it (Obringer 2008). Essentially, this theory illustrates the difficulty in engaging in multiple tasks or trying to process multiple stimuli all at once. Talking on a cell phone may become the main, conscious task while the act of driving becomes subconscious. Past research is consistent with the findings in the current study in that cell phones may hinder attention to driving. Strayer and Drews (2007) found that drivers that were on a cell phone were less likely to avoid road obstructions. While stop signs are not obstructions, they require the driver to take specific action. Similarly, Beede and Kass (2006) found that drivers were more likely to miss a stop sign when conversing on a cell phone. The current study adds to the base of knowledge on the issue of inattention while driving, and provides additional empirical evidence of the dangers of cell phone use while driving. There were several limitations to the study. Due to time and resource constraints, the sample area was relatively small. The sample consisted of individuals on a midwestern university campus during school hours on weekdays. Future researchers can increase the generalizability of the results by studying multiple locations at multiple times. Another VOLUME 1 – SPRING 2008 - www.psych.umn.edu/sentience © 2008 Regents of the University of Minnesota



limitation was interference from other automobiles and pedestrians. If a pedestrian was in a crosswalk, the car was forced to stop in order to avoid hitting them. Similarly, if another car was present at a four-way stop, the behavior of the driver was affected. In the future, it would be beneficial to use locations in which there are no four-way stops and minimal congregation of pedestrians. The current observation did not control for other actions the driver was engaging in, such as: eating, talking to a passenger, or adjusting dashboard controls. These distracting actions could have affected driving performance just as much as a cell phone conversation. Therefore, it is important to not imply that it was solely in-car cell phone conversations that affected driving performance. Strayer and Drews (2006) also recognized the influence of other distractions, as they noted the presence of accompanying passengers in their research. Perhaps one of the most prominent limitations was the reliability and consistency in observation by the researchers. Due to time and resource constraints, the interrater reliability was not measured. Consequently, there could have been inaccuracy in the reporting of the data. Future researchers should measure this. Results from the current study show that a person was less likely to make a complete stop when they are on a cell phone. These findings could benefit advocates of cell-phonebanning legislation. Additionally, our results support the idea that cell phone use may not only serve as a distraction, but may cause a person to neglect the law. If future research on in-car cell phone use builds upon all past research as a basis of knowledge and accounts for the confounds of these studies, it would be likely that it could provide reliable evidence for a concrete argument against the use of cell phones by a driver. The results from the current study display a consistency in the research on this issue. Collectively, the research will provide empirical evidence for lawmakers in favor of banning the use of cell phones while an individual is driving and will hopefully make drivers think twice before using a cell phone on the road. REFERENCES Beede, K.E., & Kass, S.J. (2006). Engrossed in conversation: The impact of cell phones on simulated driving performance. Accident Analysis and Prevention, 38, 415-421. “Forum examines ‘Cell Phone Culture.’” MIT Tech Talk. 30 November 2005. Neyens, D.M., & Boyle, L.N. (2007). The effect of distractions on the crash types of teenage drivers. Accident Analysis and Prevention, 39, 206-212. Obringer, Lee. “How Déjà vu Works.” HowStuffWorks. 2008. http://science.howstuffworks.com/deja-vu3.htm Rosenbloom, T. (2006). Driving performance while using cell phones: An observational study. Journal of Safety Research, 37, 207-212. Seo, D.C., & Torabi, M. (2004). The impact of in-vehicle cell-phone use on accidents or near-accidents among college students. Journal of American College Health, 53, 101-107. Strayer, D. L., & Drews, F.A. (2007). Cell-phone-induced driver distraction. Current Directions in Psychological Science, 16, 128-131.
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