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Abstract. Given a finite set of weighted points in Rd (where there can be negative weights), the maximum box problem asks for an axis-aligned rectangle (i.e., box) such that the sum of the weights of the points that it contains is maximized. We consider that each point of the input has a probability of being present in the final random point set, and these events are mutually independent; then, the total weight of a maximum box is a random variable. We aim to compute both the probability that this variable is at least a given parameter, and its expectation. We show that even in d = 1 these computations are #P-hard, and give pseudo polynomial-time algorithms in the case where the weights are integers in a bounded interval. For d = 2, we consider that each point is colored red or blue, where red points have weight +1 and blue points weight −∞. The random variable is the maximum number of red points that can be covered with a box not containing any blue point. We prove that the above two computations are also #P-hard, and give a polynomial-time algorithm for computing the probability that there is a box containing exactly two red points, no blue point, and a given point of the plane.
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Introduction



Let P ⊂ Rd be a finite point set of n points, where each point is assigned a positive or negative weight. The maximum box problem receives P and outputs an axis-aligned hyperrectangle (i.e., box) such that the sum of the weights of the points of P that it contains is maximized; and it can be solved in O(nd ) time [4]. We consider the maximum box problem on a recent uncertainty model in which each input point has assigned a probability of being present in the final (hence random) point set. Particularly, each point p ∈ P has assigned the probability π(p) ∈ [0, 1] and we consider the random point set S ⊆ P where ?
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each point p ∈ P is included in S independently and uniformly at random with probability π(p). Let box(S) denote the total weight of the points of S covered by a maximum box of S, which is now a random variable. Then, one can ask the following questions: What is the probability that for the final point set there exists a box that covers a weight sum at least a given parameter k (i.e., compute Pr[box(S) ≥ k])? What is the expectation of the maximum weight sum that can be covered with a box (i.e., compute E[box(S)])? Uncertainty models come from real scenarios in which the big amount of data, arriving from many sources, have inherent uncertainty. In computational geometry, we can find several recent works on uncertain point sets such as: the expected total length of the minimum Euclidean spanning tree [6]; the probability that the distance between the closest pair of points is at least a given parameter [11]; the computation of the most-likely convex hull [13]; the probability that the area or perimeter of the convex hull is at least a given parameter [12]; the center minimizing the maximum expected distance from the points [9]; the probability that the 2-colored point set is linearly separable [10]; and data structures for range-max queries on uncertain data [1]. Note that X Pr[box(S) ≥ k] = 1[box(X)≥k] (X) · Pr[S = X] X⊆P



and E[box(S)] =



X



box(X) · Pr[S = X],



X⊆P



where Pr[S = X] =



Y p∈X



π(p) ·



Y



(1 − π(p)).



p∈P \X



Hence, since for any X ⊆ P we can compute box(X) in O(|X|d ) = O(nd ) time for fixed d, both Pr[box(S) ≥ k] and E[box(S)] can be trivially computed exactly in exponential time. We show that even in d = 1 the exact computations of these values are #P-hard problems. To estimate them with high probability of success, we can use standard Monte-Carlo methods in which we generate a polynomial number of outcomes X ⊆ P and compute box(X) for each of them. For d = 1, the maximum box problem asks for an interval of the line. If the points are uncertain as described above, then it is equivalent to consider as input a sequence of random numbers, where each number has two possible outcomes: zero if the number is not present and the actual value of the number otherwise. The output is the subsequence of consecutive numbers with maximum sum. We consider the simpler case when the subsequence is a partial sum, that is, it contains the first (or leftmost) number of the sequence. More formally: We say that a random variable X is zero-value if X = v with probability ρ, and X = 0 with probability 1 − ρ, for an integer number v = v(X) 6= 0 and a probability ρ. We refer to v as the value of X and to ρ as the probability of X. In any sequence of zero-value variables, all variables are assumed to be mutually



independent. Let X = X1 , X2 , . . . , Xn be a sequence of n mutually independent zero-value variables, whose values are a1 , a2 , . . . , an , respectively. We study the random variable S(X ) = max{0, X1 , X1 + X2 , . . . , X1 + · · · + Xn }, which is the maximum partial sum of the random sequence X . We prove (Section 2.1) that computing Pr[S(X ) ≥ z] for any fixed z ≥ 1, and computing the expectation E[S(X )] are both #P-hard problems, even if all variables of X have the same positive, less-than-one probability. When a1 , a2 , . . . , an ∈ [−a..b] for bounded a, b ∈ N, we show (Section 2.2) that both Pr[S(X ) ≥ z] and E[S(X )] can be computed in time polynomial in n, a, and b. For d = 2, we consider the maximum box problem in the context of red and blue points, where red points have weight +1 and blue points weight −∞. Let R and B be disjoint finite point sets in the plane with a total of n points, where the elements of R are colored red and the elements of B are colored blue. The maximum box problem asks for a box H such that |H ∩ R| is maximized subject to |H ∩ B| = ∅. This problem has been well studied, with algorithms whose running times go from O(n2 log n) [7], O(n2 ) [4], to O(n log3 n) [3]. In our uncertainty model, box(S) denotes the random variable equal to the maximum number of red points in the random point set S ⊆ R∪B that can be covered with a box not covering any blue point of S. We prove (Section 3.1) that computing the probability Pr[box(S) ≥ k] for any given k ≥ 2, and computing the expectation E[box(S)], are both #P-hard problems. We further show (Section 3.2) that given a point o of the plane, computing the probability that there exists a box containing exactly two red points of S as opposite vertices, no blue point of S, and the point o can be solved in polynomial time. If we remove the restriction of containing o, this problem is also #P-hard.



2 2.1



Weighted points in one dimension Hardness



Theorem 1. For any integer z ≥ 1 and any ρ ∈ (0, 1), given a sequence X = X1 , X2 , . . . , Xn of n zero-value random variables, each with probability ρ, it is #P-hard to compute Pr[S(X ) ≥ z]. Proof. Let z ≥ 1 be an integer, and ρ ∈ (0, 1) a probability. We show a Turing reduction from the #SubsetSum problem, which is known to be #P-complete [8]. Our reduction assumes an unknown algorithm (i.e., oracle) A(X ) computing Pr[S(X ) ≥ z] for any finite sequence X of zero-value random variables, that will be called twice. #SubsetSum receives as input a set {a1 , . . . , an } ⊂ N of n numbersPand a target t ∈ N, and counts the number of subsets J ⊆ [1..n] such that j∈J aj = t. It remains #P-hard if the subsets J to count must also satisfy |J| = k, for given k ∈ [1..n]. Let ({a1 , . . . , an }, t, k) be an instance of this #SubsetSum, in which we assume t ≤ a1 + · · · + an . Let m = max{z, 1 + a1 + · · · + an } > t, and X = X0 , X1 , X2 , . . . , Xn be a sequence of n + 1 zero-value random variables, each with probability ρ, where



the value of X0 is −km − t + z, and the value of Xi is m + ai for every i ∈ [1..n]. Observe that for J ⊆ [1..n] we have   X X (m + aj ) = km + t ⇔  aj = t and |J| = k  . j∈J



j∈J



P Furthermore, |J| > k implies j∈J (m + aj ) > km + t. PLet JX = {j ∈ [1..n] : Xj 6= 0}, and for any s, let Ns = |J ⊆ [1..n] : |J| = k, j∈J aj ≥ s|. Then, the #SubsetSum asks for Nt − Nt+1 . Call A(X ) to compute Pr[S(X ) ≥ z]. Then: Pr[S(X ) ≥ z] = Pr[S(X ) ≥ z, X0 = 0] + Pr[S(X ) ≥ z, X0 = −km − t + z] where, Pr[S(X ) ≥ z, X0 = 0] = Pr[X0 = 0] · Pr[S(X ) ≥ z | X0 = 0] = (1 − ρ) · Pr[|JX | ≥ 1] = (1 − ρ) · (1 − Pr [|JX | = 0]) = (1 − ρ) · (1 − (1 − ρ)n ), and Pr[S(X ) ≥ z, X0 = −km − t + z] = Pr[X0 = −km − t + z] · Pr[S(X ) ≥ z | X0 = −km − t + z]     X X = ρ · Pr −km − t + z + (m + aj ) ≥ z  = ρ · Pr  (m + aj ) ≥ km + t j∈JX







j∈JX











= ρ · Pr |JX | = k,



X



(m + aj ) ≥ km + t +



j∈JX







n X



 X



Pr |JX | = i,



i=k+1



(m + aj ) ≥ km + t



j∈JX



 = ρ · Pr |JX | = k,



 X



aj ≥ t + ρ ·



j∈JX



= ρ · Nt · ρk · (1 − ρ)n−k + ρ ·



n X



Pr[|JX | = i]



i=k+1



  n X n · ρi · (1 − ρ)n−i . i



i=k+1



Hence, we can compute Nt in polynomial time from the value of Pr[S(X ) ≥ z]. Consider now the random sequence X 0 = X00 , X1 , X2 , . . . , Xn , where X00 has value −km − (t + 1) + z. Using arguments similar as above, by calling A(X 0 ) to compute Pr[S(X 0 ) ≥ z], we can compute Nt+1 in polynomial time from this probability. Then, Nt − Nt+1 can be computed in polynomial time, plus the time of calling twice the oracle A. This implies the theorem. t u



Theorem 2. For any ρ ∈ (0, 1), given a sequence X = X1 , . . . , Xn of n zerovalue random variables, each with probability ρ, it is #P-hard to compute E[S(X )]. Proof. Let X = X1 , X2 , . . . , Xn be any sequence of zero-value random variables, each with probability ρ, and consider the sequence X 0 = X0 , X1 , . . . , Xn , where X0 is a zero-value random variable with value −1 and probability ρ. Let w be the sum of the positive values among the values of X1 , . . . , Xn . Then: E[S(X )] =



w X



i · Pr[S(X ) = i] =



i=1



w X



Pr[S(X ) ≥ i],



i=1



and 0



E[S(X )] =



w X



Pr[S(X 0 ) ≥ i]



i=1 w X = (Pr[S(X 0 ) ≥ i, X0 = 0] + Pr[S(X 0 ) ≥ i, X0 = −1]) i=1 w X (Pr[X0 = 0] · Pr[S(X 0 ) ≥ i | X0 = 0] + = i=1



Pr[X0 = −1] · Pr[S(X 0 ) ≥ i | X0 = −1]) w X = ((1 − ρ) · Pr[S(X ) ≥ i] + ρ · Pr[S(X ) ≥ i + 1]) i=1



=



w+1 w X X ρ · Pr[S(X ) ≥ i] (1 − ρ) · Pr[S(X ) ≥ i] + i=2



i=1



= (1 − ρ) · Pr[S(X ) ≥ 1] +



w X



Pr[S(X ) ≥ i].



i=2



Then, we have that E[S(X )] − E[S(X 0 )] = ρ · Pr[S(X ) ≥ 1]. Since computing Pr[S(X ) ≥ 1] is #P-hard (Theorem 1), then computing E[S(X )] is also #P-hard via a Turing reduction. t u 2.2



Pseudo-polynomial time algorithms



Let X = X1 , X2 , . . . , Xn be a sequence of n random zero-value variables, with values a1 , a2 , . . . , an ∈ [−a..b] ⊂ Z and probabilities ρ1 , ρ2 , . . . , ρn , respectively, for some a, b ∈ N. We show that both Pr[S(X ) ≥ z] and E[S(X )] can be computed in time polynomial in n, a, and b. Let J = {j ∈ [1..n] : aj < 0} and X X w0 = |aj | = O(na) and w1 = aj = O(nb). j∈J



j∈[1..n]\J



For every t ∈ [1..n], let St = X1 + · · · + Xt , Mt = max{0, S1 , S2 , . . . , St }, and



Gt = {Pr[Mt = k, St = s] : k ∈ [0..w1 ], s ∈ [−w0 ..w1 ], k ≥ s}. Observe that Gt has size O(w1 (w0 + w1 )) = O(nb(na + nb)) = O(n2 b(a + b)) for every t, and that G1 can be trivially computed. Using the dynamic programming algorithm design paradigm, we next show how to compute the values of Gt , t ≥ 2, assuming that all values of Gt−1 have been computed. Note that: Pr[Mt = k, St = s] = Pr[Mt = k, St = s, Xt = 0] + Pr[Mt = k, St = s, Xt = at ], where Pr[Mt = k, St = s, Xt = 0] = Pr[Xt = 0] · Pr[Mt = k, St = s | Xt = 0] = (1 − ρt ) · Pr[Mt−1 = k, St−1 = s] and Pr[Mt = k, St = s, Xt = at ] = Pr[Xt = at ] · Pr[Mt = k, St = s | Xt = at ] = ρt · Pr[Mt = k, St = s | Xt = at ]. When k = s, we have for at < 0 that Pr[Mt = k, St = s | Xt = at ] = 0, since this event indicates that St = X1 + · · · + Xt is a maximum partial sum of X1 , . . . , Xt , but this cannot happen because any maximum partial sum ends in a positive element. For at > 0 we have Pr[Mt = k, St = s | Xt = at ] = Pr[Mt−1 ≤ k, St−1 = s − at ] =



k X



Pr[Mt−1 = i, St−1 = s − at ].



i=s−at



When k > s, Mt does not count the element at , hence Mt−1 = Mt . Then Pr[Mt = k, St = s | Xt = at ] = Pr[Mt−1 = k, St−1 = s − at ]. Modeling each set Gt as a 2-dimensional table (or array), note that each value of Gt can be computed in O(k − (s − at )) = O(w1 ) time, and hence all values of Gt can be computed in O(w1 )·O(n2 b(a+b)) = O(n3 b2 (a+b)) time. Finally, once all the values of Gn have been computed in O(n) · O(n3 b2 (a + b)) = O(n4 b2 (a + b)) time, we can compute Pr[S(X ) ≥ z] as Pr[S(X ) ≥ z] =



w1 X k=z



Pr[S(X ) = k] =



w1 X k X



Pr[Mn = k, Sn = s]



k=z s=−w0



Pw1 in O(w1 (w0 + w1 )) = O(n2 b(a + b)) time, and E[S(X )] = z=1 Pr[S(X ) ≥ z] in O(w1 ) = O(nb) time. As a consequence, we get the following result. Theorem 3. Let X be a sequence of n random zero-value variables, with values in the range [−a..b] ⊂ Z for some a, b ∈ N. Then, both Pr[S(X ) ≥ z] and E[S(X )] can be computed in time polynomial in n, a, and b.
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Red and blue points in the plane



In this section, we show that computing Pr[box(S) ≥ k] and E[box(S)] when S ⊆ R ∪ B is taken at random, are both #P-hard. To do that, we will show a one-to-many reduction from the problem of counting the number of independent sets in a planar bipartite graph with maximum degree 4. Given such a graph G, we will generate a polynomial number of inputs (i.e., random colored point sets) for the problem of computing Pr[box(S) ≥ k] (or E[box(S)]), where each input is associated with a different graph Gs for some s ≥ 1, obtained by adding s vertices to each edge of G. For every input, the number N (Gs ) of independent sets of Gs can be computed in polynomial time, plus a call to an oracle computing Pr[box(S) ≥ k] (or E[box(S)]). Before the reduction, it is shown that N (G) (the number of independent sets of G) can be computed in polynomial time from the values of N (Gs ) for all s. We complement these hardness results with a polynomial-time algorithm to compute the probability that there exists a box restricted to contain a given point o ∈ / R ∪ B of the plane, two red points as opposite vertices, and no blue point. 3.1



Hardness



Given a graph G = (V, E), a subset V 0 ⊆ V is an independent set of G if no pair of vertices of V 0 define en edge in E. Let N (G) denote the number of independent sets of G. The problem #IndSet of counting the number of independent sets in a graph is #P-complete, even if the graph is planar, bipartite, and with maximum degree 4 [14]. We show a one-to-many Turing reduction from #IndSet to the problem of computing Pr[box(S) ≥ k], for any given k ≥ 2. Let G = (V, E) be the input of #IndSet, where G is a planar bipartite graph with maximum degree 4. Let n = |V | and m = |E| = O(n). For any subset V 0 ⊆ V and any edge e = {u, v} ∈ E, we say that V 0 1-covers edge e if exactly one of u and v belongs to V 0 . We also say that V 0 2-covers e if both u and v belong to V 0 . Let Ci,j denote the number of subsets of V that Pm 1-cover exactly i edges and 2-cover exactly j edges. Then, N (G) = i=0 Ci,0 . For s ≥ 1, let Gs = (Vs , Es ) be the graph obtained from G by adding exactly s intermediate vertices on each edge of E. Let {fi }∞ i=1 be the Fibonacci sequence, with f1 = f2 = 1 and fi = fi−1 + fi−2 for i ≥ 3. Let αi = fi+1 /fi+2 for i ≥ 0. Lemma 1. We have N (Gs ) = (fs+2 )m ·



X



Ci,j · (αs )i · (1 − αs )j .



0≤i+j≤m



Vs0



Proof. Any independent set ⊆ Vs of Gs induces the subset Vs0 ∩V of V , which is not necessarily an independent set of G because it may 2-cover some edges. Let V 0 ⊆ V be any subset of V that 1-covers i edges and 2-covers j edges. For any edge e ∈ E, let pe denote the path of Gs induced by the s vertices added to e when constructing Gs from G. An independent set of Gs inducing V 0 can be obtained by starting with V 0 and adding vertices in the following way. For every edge e = {u, v} ∈ E:



(1) if V 0 neither 1-covers nor 2-covers e, then add any independent set of pe . (2) if V 0 1-covers e, say u ∈ V 0 , then add any independent set of pe not containing the extreme vertex of pe adjacent to u in Gs . (3) if V 0 2-covers e, then add any independent set of pe with no extreme vertex. It is well known that the number of independent sets of a path of length ` is exactly f`+3 [14]. For example, if ` = 1 then the path is an edge {u, v}, and has f1+3 = f4 = 3 independent sets: {}, {u}, and {v}. Since pe has length s − 1 for every e, the number of choices for cases (1), (2), and (3) are fs+2 , fs+1 , and fs , respectively. Therefore, the number of independent sets of Gs inducing a subset of V that 1-covers i edges and 2-covers j edges is precisely Ci,j · (fs+1 )i · (fs )j · (fs+2 )m−i−j . Hence, the number N (Gs ) of independent sets of Gs satisfies X N (Gs ) = Ci,j · (fs+1 )i · (fs )j · (fs+2 )m−i−j 0≤i+j≤m



= (fs+2 )m ·



X 0≤i+j≤m



= (fs+2 )m ·



X 0≤i+j≤m



= (fs+2 )m ·



X



i  j fs · fs+2  i  j fs+1 fs+1 · · 1− fs+2 fs+2 



Ci,j ·



Ci,j



fs+1 fs+2



Ci,j · (αs )i · (1 − αs )j ,



0≤i+j≤m



which completes the proof.



t u



Lemma 2. Let T be a set of m + 1 integers, each in the range [1..nc ] for some constant c > 0. If we know the value of N (Gs ) for every s ∈ T , then the number N (G) can be computed in time polynomial in n. Proof. For every s ∈ T , the value of (fs+2 )m can be computed in O(log s + log m) = O(log n) time, and the value of αs also in O(log s) = O(log n) time. Let bs = N (Gs )/(fs+2 )m for every s ∈ T . Consider the polynomial X P (x) = Ci,j · xi · (1 − x)j = a0 + a1 x + a2 x2 + · · · + am xm , 0≤i+j≤m



of degree m, whose coefficients a0 , a1 , . . . , am are linear combinations of the terms Ci,j . By Lemma 1, and using the known values of bs and αs for every s ∈ T , we have m + 1 evaluations of P (x) of the form bs = P (αs ), each corresponding to the linear equation bs = a0 + a1 · αs + a2 · αs2 + · · · + am · αsm with variables the coefficients a0 , a1 , . . . , am . The main matrix of this system of m + 1 linear equations is Vandermonde, with parameters αs for every s ∈ T . All αs are distinct (refer to [14] or Appendix A for completeness), then the determinant of the main matrix is non-zero, and the system has a unique solution a0 , a1 , . . . , am which can be computed in time polynomial in n. Finally, observe that for j = 0,



(a)



(b)



Fig. 1: (a) An embedding of G. (b) The embedding of Gs for s = 2: two intermediate vertices are added to each edge of G so that all polyline bends are covered.



the coefficient of the polynomial Ci,j · xi · (1 − x)j = Ci,0 · xi is Ci,0 . Furthermore, for j > 0, all the coefficients of the polynomial i



j



Ci,j · x · (1 − x)



= Ci,j



         j j 1 j 2 j j ·x · − x + x − · · · + (−1) xj 0 1 2 j i



Pm sum up to zero. Hence, a0 + a1 + · · · + am = i=0 Ci,0 = N (G) which shows that N (G) can be computed in time polynomial in n. t u In polynomial time, the graph G = (V, E) can be embedded in the plane using O(n2 ) area in such a way that its vertices are at integer coordinates, and its edges are drawn so that they are polylines made up of line segments of the form x = i or y = j, for integers i and j [15] (see Figure 1a). Let s0 = O(n) be the maximum number of bends of the polylines corresponding to the edges. For an arbitrary s ∈ N, such that s ≥ s0 and s = O(n), we embed the graph Gs in the following way. We embed the graph G as above; scale the embedding by factor 2(s+1); and for each edge of G, add s intermediate vertices to the polyline of the edge so that they have even integer coordinates and cover all bends of the polyline (see Figure 1b). Then, each edge of Gs is represented in the embedding by a vertical or horizontal segment. Let the point set R0 = R0 (s) ⊂ Z2 denote the vertex set of the embedding, and color these points in red. By translation if necessary, we can assume R0 ⊂ [0..N ]2 for some N = O(n2 ). Let B0 = B0 (s) be the next set of blue points: For each horizontal or vertical line ` through a point of R0 , and each two consecutive points p, q ∈ R0 in ` such that the vertices p and q are not adjacent in Gs , we add a blue point in the segment pq connecting p and q so that it has one odd coordinate. Note that |B0 | = O(|R0 |) = O(n + m · s) = O(n2 ). Now, a horizontal or vertical segment connecting two points p and q of R0 ∪ B0 represents an edge of Gs if and only if p, q ∈ R0 and the segment does not contain any other point of R0 ∪ B0 in its interior. We would like that two red points of R0 can be covered with a box avoiding blue points if and only if the two red points represent an edge of Gs . To achieve this, we perturb the elements of R0 ∪ B0 and add extra blue points.



λ(b)



b ⇒ a



λ(a)



λ(b)



b



λ(b)



⇒ a



a



b



⇒ λ(a)



λ(a)



Fig. 2: The way in which points are perturbed using function λ.



We perturb R0 ∪ B0 ⊂ [0..N ]2 to obtain a point set in general position (with rational coordinates) by applying the function λ : [0..N ]2 → Q2 , where   x(p) + y(p) x(p) + y(p) λ(p) = x(p) + , y(p) + , 4N + 1 4N + 1 to every p ∈ R0 ∪ B0 , where x(p) and y(p) denote the x- and y-coordinates of p, respectively. Similar perturbations can be found in [2,5], and refer to Figure 2. Since λ is injective [5], let λ−1 denote the inverse of λ. For X ⊂ [0..N ]2 , let λ(X) = {λ(p) | p ∈ X}, and for Y ⊂ λ([0..N ]2 ) let λ−1 (Y ) = {λ−1 (p) | p ∈ Y }. Let δ = 1/(4N + 2), and define the sets R = λ(R0 ) and B = λ(B0 ) ∪ {p + (1/2, 1/2), p + (δ, −δ) | p ∈ R} . Note that |R| = O(n2 ) and |B| = O(n2 ). For two points a and b, let D(a, b) be the box with the segment ab as a diagonal. Lemma 3. For any different p, q ∈ R, the box D(p, q) contains no points of B if and only if the vertices λ−1 (p) and λ−1 (q) are adjacent in Gs . The proof of Lemma 3 is deferred to Appendix B. Theorem 4. Given R ∪ B, it is #P-hard to compute Pr[box(S) ≥ k] for every integer k ≥ 2, and it is also #P-hard to compute E[box(S)]. Proof. Let k = 2. Assume that there exists an algorithm (i.e., oracle) A that computes Pr[box(S) ≥ 2]. Consider the planar bipartite graph G = (V, E), with maximum degree 4, the input of #IndSet. Let T = {s0 , s0 + 1, . . . , s0 + m}. For each s ∈ T we create the graph Gs , embed Gs in the plane, and create the colored point set R ∪ B from this embedding. To each red point p ∈ R we set its probability π(p) to 1/2, and for each blue point q ∈ B we set π(q) = 1. Note from Lemma 3 that there does not exist any box containing more than two red points of R and no blue point from B. Then, we have Pr[box(S) ≥ 2] = Pr[box(S) = 2], where S ⊆ R ∪ B is the random subset of R ∪ B. Furthermore, Pr[box(S) = 2] = Pr[λ−1 (S ∩ R) is not an independent set in Gs ] = 1 − Pr[λ−1 (S ∩ R) is an independent set in Gs ] N (Gs ) = 1 − |R| 2



N (Gs ) = 2|R| · (1 − Pr[box(S) ≥ 2]). Then, for each s ∈ T we can compute N (Gs ) by calling A once. By Lemma 2, we can compute N (G) from the m + 1 computed values of N (Gs ) for each s ∈ T . Hence, it is #P-hard to compute Pr[box(S) ≥ 2] via a Turing reduction from #IndSet. To show that computing E[box(S)] is also #P-hard, for each s ∈ T consider the above point set R ∪ B and note that E[box(S)] = 1 · Pr[λ−1 (S ∩ R) is an independent set in Gs , S ∩ R 6= ∅] + 2 · Pr[λ−1 (S ∩ R) is not an independent set in Gs ]   N (Gs ) N (Gs ) − 1 + 2 · 1 − |R| = 2|R| 2 N (Gs ) + 1 =2− 2|R| |R| N (Gs ) = 2 · (2 − E[box(S)]) − 1. Let now k ≥ 3. For each s ∈ T , the graph Gs can be colored with two colors, 0 and 1, because it is also a bipartite graph. Each red point in R corresponds to a vertex in Gs . Then, for each red point p ∈ R with color 0 we add new b k2 c − 1 red points close enough to p (say, at distance much smaller than δ), and for each red point q ∈ R with color 1 we add new d k2 e − 1 red points close enough to q. Let R0 = R0 (s) be the set of all new red points, and assign π(u) = 1 for every u ∈ R0 . In this new colored point set R ∪ R0 ∪ B, there is no box containing more than k red points and no blue point. Furthermore, every box containing exactly k red points and no blue point contains two points p, q ∈ R such that λ−1 (p) and λ−1 (q) are adjacent in Gs ; and for every p, q ∈ R such that λ−1 (p) and λ−1 (q) are adjacent in Gs such a box containing p and q exists. Then, when taking S ⊆ R ∪ R0 ∪ B at random, we also have Pr[box(S) ≥ k] = Pr[box(S) = k] = Pr[λ−1 (S ∩ R) is not an independent set in Gs ] = 1 − N (Gs )/2|R| . Hence, computing Pr[box(S) ≥ k] is also #P-hard for any k ≥ 3. 3.2



t u



Two-point boxes



From the proof of Theorem 4, note that it is also #P-hard to compute the probability that in S ⊆ R∩B there exists a box that contains exactly 2 red points as opposite vertices and no blue point. In this section, we present a polynomialtime algorithm to compute the probability that there exists a box restricted to contain a given point o ∈ / R ∪ B of the plane, two red points as opposite vertices, and no blue point. We assume general position, that is, there are no two points of R ∪ B ∪ {o} with the same x- or y-coordinate. We further assume w.l.o.g. that o is the origin of coordinates.



Given a fixed X ⊆ R ∪ B, and S ⊆ R ∪ B taken at random, let E(X) = E(X, S) be the event that there exists a box containing the origin o, exactly two red points in S ∩ X as opposite vertices, and no blue in S ∩ X. Then, our goal is to compute Pr[E(R ∪ B)]. Theorem 5. Given R ∪ B, Pr[E(R ∪ B)] can be computed in polynomial time. Proof. Let X ⊆ R ∪ B, and define X + = {p ∈ X | y(p) > 0} and X − = {p ∈ X | y(p) < 0}. Given points q ∈ X + and r ∈ X − , define the events   Uq (X) = Uq (X, S) = q = arg min {y(p)} , p∈X + ∩S



and Dr (X) = Dr (X, S) =



  r = arg max {y(p)} . − p∈X ∩S



Let Uq (X) = Uq (X, S) and Dr (X) = Dr (X, S). Using the formula of the total probability, we have: X Pr[E(X)] = Pr [E(X) | Uq (X)] · Pr [Uq (X)] q∈X +



 =



X



Pr [E(X) | Uq (X)] · π(q) ·



q∈X +



 Y



(1 − π(p)) .



p∈X + :y(p)


To compute Pr [E(X) | Uq (X)], we assume x(q) > 0. The case where x(q) < 0 is symmetric. If q ∈ B, then observe that when restricted to the event Uq (X) any box containing exactly two red points of S ∩ X and the origin o of coordinates, where one of these red points is to the right of q, will contain q. Hence, we must “discard” all points to the right of q, all points in between the horizontal lines through q and o because they are not present, and q itself. Hence: Pr [E(X) | Uq (X)] = Pr[E(Xq )], where Xq ⊂ X contains the points p ∈ X such that x(p) < x(q) and either y(p) > y(q) or y(p) < 0. If q ∈ R, we expand Pr [E(X) | Uq (X)] as follows: X Pr [E(X) | Uq (X)] = Pr [E(X) | Uq (X), Dr (X)] · Pr [Dr (X)] r∈X −



 =



X r∈X −



Pr [E(X) | Uq (X), Dr (X)] · π(r) ·



 Y



(1 − π(p)) .



p∈X − :y(p)>y(r)



There are now three cases according to the relative positions of q and r. Case 1: x(r) < 0 < x(q). Let Yq,r ⊂ X contain the points p ∈ X (including q) such that x(r) < x(p) ≤ x(q) and either y(p) < y(r) or y(p) ≥ y(q). If r ∈ R, then Pr [E(X) | Uq (X), Dr (X)] = 1. Otherwise, if r ∈ B, given that Uq (X) and



Dr (X) hold, any box containing exactly two red points of S ∩ X and the origin o, where one red point is not in Yq,r , will contain q or r in the interior. Then Pr [E(X) | Uq (X), Dr (X)] = Pr[E(Yq,r ) | Uq (Yq,r )]. Similar arguments are given in the next two cases. Case 2: 0 < x(q) < x(r). We have Pr [E(X) | Uq (X), Dr (X)] = Pr[E(Xq ∪ {q}) | Uq (Xq ∪ {q})]. Case 3: 0 < x(r) < x(q). If r ∈ R, then Pr [E(X) | Uq (X), Dr (X)] = Pr[E(Zq,r ∪ {r}) | Dr (Zq,r ∪ {r})], where Zq,r ⊂ X contains the points p ∈ X such that x(p) < x(r) and either y(p) < y(r) or y(p) > y(q). Note that the event [E(Zq,r ∪ {r}) | Dr (Zq,r ∪ {r})] is symmetric to the event [E(X) | Uq (X)], thus its probability can be computed similarly. Otherwise, if r ∈ B, we have Pr [E(X) | Uq (X), Dr (X)] = Pr[E(Zq,r )]. Note that in the above recursive computation of Pr[E(X)], for X = R ∪ B, there is a polynomial number of subsets Xq , Yq,r , and Zq,r ; each of such subsets can be encoded in constant space (i.e., by using a constant number of coordinates). Then, we can use dynamic programming, with a polynomial-size table, to compute Pr[E(R ∩ B)] in time polynomial in n. t u
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Discussion and open problems



For fixed d, the maximum box problem for non-probabilistic points can be solved in polynomial time [4]. Then, generating a polynomial number of outcomes of the probabilistic point set, and computing a maximum box for each of them, can be used to estimate both the probability that the total weight of a maximum box is at least a given parameter, and its expectation; in overall polynomial time and with high probability of success. We have as future work to design polynomialtime algorithms to approximate both values with deterministic success. For the case of red and blue points in the plane, there are several open problems: For example, to compute Pr[box(S) ≥ k] (even for k = 3) when the box is restricted to contain a fixed point. Other variants appear when the box is restricted to contain a given point as vertex, or to have some side contained in a given line. All these variants can be considered when all blue points have probability 1 and all red ones probability less than 1. For red and blue points in d = 1, both Pr[box(S) ≥ k] and E[box(S)] can be solved in polynomial time. Acknowledgements: L.E.C. and I.V. are supported by MTM2016-76272-R (AEI/ FEDER, UE). L.E.C. is also supported by the Spanish Government under the FPU grant agreement FPU14/04705. P.P.L. is supported by CONICYT FONDECYT/Regular 1160543 (Chile). C.S. is supported by Gen. Cat. DGR 2014SGR46 and MINECO MTM2015-63791-R.
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Fibonacci numbers



Lemma 4. Let {fn }∞ n=1 be the Fibonacci sequence, with f1 = f2 = 1 and fn = fn−1 + fn−2 for n ≥ 3. Then, the numbers fi /fi+1 for i ≥ 1 are all different. Proof. Let 1 ≤ i < j be integers such that fi /fi+1 = fj /fj+1 . Assume also that i is minimum over all possible pairs (i, j) satisfying this property. If i = 1, then fj = fj+1 because f1 = f2 = 1. Since f2 , f3 , f4 , . . . are all different, this is a contradiction. Otherwise, if i > 1, fi · fj+1 = fj · fi+1 fi · (fj + fj−1 ) = fj · (fi + fi−1 ) fi−1 /fi = fj−1 /fj . Then, the pair (i−1, j −1) satisfies the property, which is a contradiction because (i, j) is such that i is minimum. Hence, the lemma follows. t u
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Proof of Lemma 3



Lemma 3. For any different p, q ∈ R, the box D(p, q) contains no points of B if and only if the vertices λ−1 (p) and λ−1 (q) are adjacent in Gs . Proof. (⇒) Let p, q ∈ R be red points such that vertices p0 = λ−1 (p) and q0 = λ−1 (q) are adjacent in Gs . We have either x(p0 ) = x(q0 ) or y(p0 ) = y(q0 ). We will prove that D(p, q) ∩ B is empty by assuming x(p0 ) = x(q0 ) = a; the case where y(p0 ) = y(q0 ) is similar. Further assume w.l.o.g. that y(p0 ) < y(q0 ). Since the segment p0 q0 contains no other point of R0 ∪ B0 , then D(p, q) does not contain points in λ(R0 ) ∪ λ(B0 ) different from p and q (refer to Lemma 7 in [5]). Then, we need to prove that D(p, q) does not contain any blue point of the form λ(u0 ) + (1/2, 1/2) or λ(u0 ) + (δ, −δ), for u0 ∈ R0 . Assume that there exists u0 ∈ R0 such that u = λ(u0 ) + (1/2, 1/2) ∈ D(p, q) ∩ B. We must have x(p) ≤ x(u) ≤ x(q), that is a+



x(u0 ) + y(u0 ) 1 a + y(q0 ) a + y(p0 ) ≤ x(u0 ) + + ≤ a+ 4N + 1 4N + 1 2 4N + 1



(1)



The left inequality implies a < x(u0 ) +



2N 1 + < x(u0 ) + 1, 4N + 1 2



that is, a − 1 < x(u0 ). The right inequality implies x(u0 ) +



1 2N 1 < a+ < a+ , 2 4N + 1 2



that is, x(u0 ) < a. Since both a and x(u0 ) are integers, a − 1 < x(u0 ) < a is a contradiction. Hence, such a point u0 does not exist. Assume now that there



exists u0 ∈ R0 such that u = λ(u0 ) + (δ, −δ) ∈ D(p, q) ∩ B. Then, equation (1) translates to a+



a + y(p0 ) x(u0 ) + y(u0 ) a + y(q0 ) ≤ x(u0 ) + +δ ≤ a+ . 4N + 1 4N + 1 4N + 1



(2)



The left inequality again implies a−1 < x(u0 ), and the right one implies x(u0 ) < a + 1/2 − δ < a + 1. Then, we must have x(u0 ) = a, and equation (2) simplifies to y(u0 ) 1 y(q0 ) y(p0 ) ≤ + ≤ . 4N + 1 4N + 1 4N + 2 4N + 1 This implies y(u0 ) < y(q0 ), and then y(p0 ) = y(u0 ) (i.e., u0 = p0 ) because the segment p0 q0 is empty of points of R0 ∪ B0 in its interior. Then, we have y(u) = y(p) − δ < y(p) < y(q) which contradicts u ∈ D(p, q). Hence, such a point u0 does not exist. (⇐) Let p, q ∈ R be now red points such that vertices p0 = λ−1 (p) and q0 = λ−1 (q) are not adjacent in Gs . We will prove that D(p, q) ∩ B is not empty. We have several cases: (a) x(p0 ) = x(q0 ) or y(p0 ) = y(q0 ), and segment p0 q0 contains a point u0 ∈ R0 ∪ B0 . Consider x(p0 ) = x(q0 ), if y(p0 ) = y(q0 ) then the proof is similar. Assume y(p0 ) < y(q0 ) w.l.o.g., let u = λ(u0 ), and note that x(p0 ) = x(u0 ) = x(q0 ) and y(p0 ) < y(u0 ) < y(q0 ). If u0 ∈ B0 , then x(p0 ) +



x(u0 ) + y(u0 ) x(q0 ) + y(q0 ) x(p0 ) + y(p0 ) < x(u0 ) + < x(q0 ) + , 4N + 1 4N + 1 4N + 1



and y(p0 ) +



x(p0 ) + y(p0 ) x(u0 ) + y(u0 ) x(q0 ) + y(q0 ) < y(u0 ) + < y(q0 ) + . 4N + 1 4N + 1 4N + 1



which imply x(p) < x(u) < x(q) and y(p) < y(u) < y(q). Hence, u ∈ D(p, q) ∩ B. Otherwise, if u0 ∈ R0 , then let v = u + (δ, −δ) ∈ B. Similarly as above, we have x(p) < x(u) = x(v) − δ < x(v) and y(v) = y(u) − δ < y(u) < y(q). Then, x(u0 ) + y(u0 ) x(q0 ) + y(u0 ) 1 + δ = x(q0 ) + + 4N + 1 4N + 1 4N + 2 +1 x(q0 ) + y(q0 ) − 4N 1 4N +2 < x(q0 ) + + 4N + 1 4N + 2 x(q0 ) + y(q0 ) = x(q), = x(q0 ) + 4N + 1



x(v) = x(u0 ) +



and y(p) = y(p0 ) +



x(p0 ) + y(p0 ) x(u0 ) + y(p0 ) = y(p0 ) + 4N + 1 4N + 1



< y(u0 ) +



x(u0 ) + y(u0 ) −



4N +1 4N +2



4N + 1 x(u0 ) + y(u0 ) 1 = y(u0 ) + − = y(u) − δ = y(v), 4N + 1 4N + 2 which imply x(p) < x(v) < x(q); y(p) < y(v) < y(q); and v ∈ D(p, q) ∩ B. (b) (Up to symmetry) x(p0 ) < x(q0 ) and y(p0 ) < y(q0 ). Let u = p + (1/2, 1/2) ∈ B. Then, x(u) = x(p)+



1 x(p0 ) + y(p0 ) 1 x(q0 ) + y(q0 ) = x(p0 )+ + < x(q0 )+ = x(q), 2 4N + 1 2 4N + 1



and y(u) = y(p)+



x(p0 ) + y(p0 ) 1 x(q0 ) + y(q0 ) 1 = y(p0 )+ + < y(q0 )+ = y(q). 2 4N + 1 2 4N + 1



Hence, x(p) < x(u) < x(q); y(p) < y(u) < y(q); and u ∈ D(p, q) ∩ B. (c) (Up to symmetry) x(p0 ) < x(q0 ) and y(p0 ) > y(q0 ). Let v = p + (δ, −δ) ∈ B. Then, x(p0 ) + y(p0 ) +δ 4N + 1 2N 1 < x(p0 ) + + < x(q0 ) < x(q), 4N + 1 4N + 2



x(v) = x(p) + δ = x(p0 ) +



and x(p0 ) + y(p0 ) −δ 4N + 1 1 1 2N > y(p0 ) − ≥ y(q0 ) + 1 − > y(q0 ) + 4N + 2 4N + 2 4N + 1 x(q0 ) + y(q0 ) > y(q0 ) + = y(q). 4N + 1



y(v) = y(p) − δ = y(p0 ) +



Hence, x(p) < x(v) < x(q); y(p) > y(v) > y(q); and v ∈ D(p, q) ∩ B. The result thus follows.
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