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Inferentialism and the categoricity problem: reply to Raatikainen∗ Julien Murzi† & Ole T. Hjortland‡ November 10, 2008 It is sometimes held that rules of inference determine the meaning of the logical constants: the meaning of, say, conjunction is fully determined by either its introduction or its elimination rules, or both; similarly for the other connectives. In a recent paper, Panu Raatikainen argues that this view—call it logical inferentialism—is undermined by some “very little known” considerations by Carnap (1943) to the effect that “in a definite sense, it is not true that the standard rules of inference” themselves suffice to “determine the meanings of [the] logical constants” (p. 2). In a nutshell, Carnap showed that the rules allow for non-normal interpretations of negation and disjunction. Raatikainen concludes that “no ordinary formalization of logic [. . . ] is sufficient to ‘fully formalize’ all the essential properties of the logical constants” (ibid.). We suggest that this is a mistake. Pace Raatikainen, intuitionists like Dummett and Prawitz need not worry about Carnap’s problem. And although bilateral solutions for classical inferentialists—as proposed by Timothy Smiley and Ian Rumfitt—seem inadequate, it is not excluded that classical inferentialists may be in a position to address the problem too. ∗ We
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Carnap’s categoricity problem and Raatikainen’s diagnosis



Consider the language of classical propositional logic (henceforth, CPL), call it L, with its set of well-formed formulae WFF. Let (1) be the standard semantics for CPL, where V0 is the set of of admissible assignments of Boolean values to propositional letters, and V is the set of valuations induced by the recursive clauses for the connectives. Let (2) be a semantics just like (1), but whose set of admissible valuations is V ∪ {v∗ }, where, for every A ∈ WFF, v∗ ( A) = 1. It is easily shown that (1) and (2) yield the same consequence relation, that is, Γ |=V A iff Γ |=V ∪{v∗ } A.1 For assume Γ |=V A. Since v∗ ( A) = 1 for any A ∈ WFF, v∗ provides no counterexample. Hence, Γ |=V ∪{v∗ } A. Now assume Γ 6|=V A. Then, there exists a valuation v ∈ V s.t. v(B) = 1 for every B ∈ Γ, and v(A) = 0. Since v ∈ V ∪ {v∗ }, any countermodel in V is in the extended set. Therefore, Γ 6|=V ∗ A. It follows that any adequate formalization `CPL of CPL is sound and complete with respect to |=V if and only if it is sound and complete with respect to |=V ∗ . Yet on v∗ the satisfaction clause for negation fails massively: there is a valuation v ∈ V ∪ {v∗ }, namely v∗ , such that v( A) = v(¬ A) = 1. Similarly, it is possible to define a valuation v@ s.t. it can be shown that Γ |=V A iff Γ |=V ∪{v@ } A, where v@ ( A ∨ ¬ A) = 1 and v@ ( A) = v(¬ A) = 0.2 But surely, a disjunction can’t be true, if both of its disjuncts are false. On the assumption that it is part of the meaning of negation and disjunction that, respectively, A is true (false) if and only if ¬ A is false (true), and that a true disjunction must have a true disjunct, there is a precise sense in which “the standard rules [of CPL] fail to capture an important aspect of the intended meaning[s] of [negation and disjunction]” (Rumfitt, 1997, p. 224): for all the rules tell us, A and ¬ A may have the same truth-value, and a true disjunction may have no true disjunct. One might object that the problem only arises because we are allowed to quantify over non-normal valuations and that these valuations are inadmissible, in some sense to be specified. This reply misses the point, however. Carnap’s v∗ and v@ are only inadmissible in that they violate the recursive 1 The subscripts indicate the set of admissible valuations quantified over in the modeltheoretic consequence relations. 2 See Carnap (1943, Chapter C) and Smiley (1996, pp. 7–8).
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satisfaction clauses for negation and disjunction: (NEG) v(¬ A) = 1 iff v( A) = 0; (DISJ) v( A ∨ B) = 1 iff either v( A) = 1 or v( B) = 1. But, if meanings are to be determined by the inference rules, and if meanings are truth-conditions, logical inferentialists can’t legitimately appeal to NEG and DISJ, on pain of invoking a previous knowledge of the meanings they are trying to capture. Raatikainen considers three different replies to the problem. First, he writes, a radical formalist may just deny the very meaningfulness [. . . ] of the notions of truth and falsehood [. . . ] and insist that his use-theoretical approach is a genuine alternative to the truthconditional approach and that it would beg the question to appeal to [the standard recursion clauses for negation and disjunction] against it. (Raatikainen, 2008, p. 3) He goes on to argue that no “contemporary adherent of [logical inferentialism] accepts such a radical formalism, certainly not intuitionists such as Dummett, Prawitz and their followers” (ibid.). Second, he sketches a possible deflationist response, according to which all we need to know about truth and falsity is exhausted by the equivalences: (T1) A is true ⇔ A; (T2) A is false ⇔ ¬ A.3 A little logic suffices for deriving, from these two equivalences alone, the desired truth-conditional properties of negation and disjunction—see Raatikainen (2008, p. 4). But, Raatikainen argues, the problem has just been temporarily removed, since supplementing a natural deduction proof-system for CPL with T1 and T2 doesn’t prevent overlaps between truth and falsity, i.e. that there be a glutty (relational) valuation v g which, for every A ∈ WFF, v g < A, 1> and v g < A, 0>. Finally, Raatikainen briefly considers what he takes to be “the view of Dummett, Prawitz and their followers”, namely “that there is a sort of 3 Of



course, given a sufficiently strong background logic, something would have to be done to ward off paradoxes.
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match between the proof-theoretical meaning-giving rules of inference and semantical notions of truth and falsity (possibly understood [. . . ] in terms of provability)” (p. 4). He claims that “for this kind of view, Carnap’s problem seems to pose a real challenge” (ibid.).
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The intuitionist’s response



Raatikainen’s dismissal of Dummett’s and Prawitz’s view is too quick. One doesn’t need to be a radical formalist to “deny the very meaningfulness of the notions of truth and falsehood” in play in Carnap’s argument. That the notions of truth-in-a-model and falsity-in-a-model are not relevant for determining the meaning of the logical connectives is precisely one of the key elements of Dummett and Prawitz’s critique of realist notions of truth. Thus Prawitz: Michael Dummett is one of the earliest and strongest critics of the idea that meaning could be fruitfully be approached via model theory, the objection being that the concept of meaning arrived at by model theory is not easily connected with our speech behaviour so as to elucidate the phenomenon of language. (Prawitz, 2006, p. 507) One might object that Carnap’s argument may be run within some intuitionistically acceptable model theory, such as, say, Kripke’s semantics for intuitionistic logic, or the Beth trees.4 But this would not do. Dummett not only rejects classical model-theory. He also argues at length against Kripke semantics and Beth trees as a means of specifying the meanings of the intuitionistic connectives. He writes: [Beth trees] are not to be thought of as giving the full picture of the way in which the intuitionistic logical constants are given meaning: that can only be done directly in terms of the notion of a construction and of a construction’s being recognized as a proof of a statement. (Dummett, 2000, p. 287) Within an intuitionistic framework, truth is identified with the existence of a proof: the notion of a proof for atomic sentences is taken as primitive; 4 See



Dummett (2000, pp. 137–42; 186–203).
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proofs for statements involving logical connectives are assumed to be reducible to canonical proofs—roughly, proofs whose last step is an introduction rule. The content determined by the inference rules is given by the so-called BHK clauses, specifying the proof-conditions for complex statements. The clauses for ‘∨’, ‘→’ and ‘⊥’ are as follows (¬ A is defined as A → ⊥): (DISJ I ) A proof of A ∨ B is given by presenting either a proof of A or a proof of B. (IF I ) A proof of a A → B is a construction that allows us to convert any proof of A into a proof of B. (BOT I ) ⊥ has no proof. In this framework, Carnap’s original problem doesn’t arise. Recall, the argument targeted the claim that the standard inference rules of CPL determine the truth-conditions of complex statements. But there are two crucial differences here: the inference rules are those of intuitionistic logic, and the notion of truth has been replaced by that of proof. The right question to ask, then, is whether there can be a Carnap-like problem for BHK semantics, i.e. whether the intuitionistic rules determine the proof-conditional contents expressed by the BHK clauses.
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A Carnap-like problem?



Presumably, a proof-theoretic version of Carnap’s valuation v∗ is a possible situation where every sentence of the language has a proof, and a prooftheoretic version of v@ is a possible situation where A ∨ ¬ A is provable, but A and ¬ A aren’t.5 On this assumption, it would look like a variant of Carnap’s problem could surface again. For, it would seem, the existence of a possible situation in which both A and ¬ A are provable doesn’t affect the validity the intuitionistic rules: the rules are still valid, in the sense that the provability of their premises still guarantees the provability of their conclusions.6 Similarly for disjunction: the provability or otherwise of A 5 We’re



using the term ‘proof’ in a rather broad sense: we mean by ‘proof’ whatever notion intuitionists are willing to take as the key semantic concept of their meaning theory. 6 The rules are also still valid in Dummett and Prawitz’s sense—roughly, an argument ending with an introduction rule is valid provided that its subarguments are valid; an argument whose last step is an elimination rule may be accepted provided that it can be
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and ¬ A doesn’t seem to affect the validity of the inference from A, or ¬ A, to A ∨ ¬ A, nor it seems to affect the inference from A ∨ B to whatever follows from both A and B. This alleged problem falters on closer inspection, however. Any situation in which both A and ¬ A are provable is a situation in which there is a proof of both A and A → ⊥, from which we can conclude that there is a proof of ⊥. But this can’t be. In Prawitz’s view, the meaning of ‘⊥’ is determined by the null ⊥-introduction rule, which can be shown to be in harmony with the standard elimination rule for ‘⊥’, ex-falso quodlibet.7 And there is a precise sense in which Prawitz’s rules for ‘⊥’ say that there is no canonical proof of ‘⊥’: just like the rule of ∧-introduction tells us that we may canonically infer A ∧ B given a proof of A and a proof of B, the null rule of ⊥-introduction informs us that there is no canonical way of introducing ‘⊥’. By Dummett’s and Prawitz’s Fundamental Assumption, that if there is a proof of a complex statement A, then there is a canonical proof of A, it follows that there can’t be a proof of ⊥ either. A moment’s reflection shows that Carnap’s non-normal interpretation of disjunction is ruled out too. First, any situation in which the disjunction A ∨ ¬ A is provable but neither A nor ¬ A are violates, once more, the Fundamental Assumption.8 Second, a similar situation would also be inconsistent with the disjunction property, viz. that, in intuitionistic logic, A ∨ B is provable only if either A is provable or B is provable.9 It might be objected that the notion of provability the intuitionist is appealing to rests on a prior understanding of the logical connectives, which—one might say—begs the question in the present context. Raatikainen makes the point, albeit in a slightly different context: because we just have not been able to fix the meaning of [. . . ] negation in the intended way, any such principles, which essentially involve negation, cannot help either. (Raatikainen, 2008, p. 5) But this is to ignore the subtlety of the intuitionist’s program. The intuitionist reduced to introduction form—see Prawitz (1973), Prawitz (2006) and Dummett (1991, pp. 252–6). 7 See e.g. Prawitz (1973, p. 243). 8 By the Fundamental Assumption, there is a proof of A ∨ B only if there is a canonical proof of A ∨ B, i.e. a proof of A ∨ B from either A or B. 9 See Troelstra and Van Dalen (1988, p. 139). It is easy to see that analogues of Raatikainen’s glutty valuation are ruled out too.
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assumes two primitives: the notion of a proof for atomic statements, and the basic, self-justifying rules for the connectives. The latter are meant to define recursively, at the same time, the meanings of the logical constants, and the notion of a canonical proof for complex statements, in line with Dummett’s well-known contention that “the concepts of meaning and truth can only be explained together” (Dummett, 1991, p. 158). More needs to be done to show that Carnap’s problem poses “a real challenge” for the kind of view advocated by Dummett, Prawitz, and their followers.
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The bilateralist solution



What about the classical inferentialist? Drawing on Smiley (1996, p. 5), Ian Rumfitt (2000) presents a bilateral formalization of classical logic, where ‘+’ and ‘−’ are nonembeddable force signs, and ‘+ A’ and ‘− A’ are signed formulae for any A ∈ WFF, indicating “A? Yes” and “A? No” respectively. Let WFFsign be the set of signed formulae. The system, call it J , has the standard structural rules, Reflexivity, Dilution and Cut, together with the following two ‘coordination principles’: the following form of reductio, (RED∗ ) From α ` ⊥, infer ` α∗ , and the following form of the Law of Non-Contradiction, (LNC∗ ) From α, α∗ , infer ⊥, where lower case greek letters range over signed formulae, and α∗ is the result of reversing α’s sign. The operational rules of the system specify the conditions for correctly asserting and denying complex statements. The following rules for negation and disjunction are worth mentioning: (+¬ E) From +(¬ A), infer − A; (− ∨ I) From − A and − B, infer −( A ∨ B). Smiley and Rumfitt claim that bilateral rules offer a solution to Carnap’s problem. Let us define a set of correctness-valuations C for signed formulae such that every member is induced by the truth-valuations in V by the following correctness clauses:10 10 See



Humberstone (2000, p. 345). Boldface ‘1’ and ‘0’ should be read as ‘correct’ and ‘incorrect’ respectively.
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(C1) vc (+ A) = 1 iff v(A) = 1 (C2) vc (− A) = 1 iff v(A) = 0. One may correctly assert (deny) A just in case A is true (false). Validity for signed formulae may be defined thus: (VAL) Γ |= α is valid just in case, for every correctness-valuation vc ∈ C, whenever vc (β) = 1 for every β ∈ Γ, vc (α) = 1. Now consider (+¬ E). If v∗ is admissible, this rule fails to preserve correctness: given v∗ (A) = v∗ (¬ A) = 1, there must be a vc ∈ C s.t. vc (+(¬ A)) = 1, but vc (− A) = 0. Similarly for disjunction: if v@ is admissible, (− ∨ I ) isn’t correctness-preserving. If C1 and C2 are in place, Carnap’s problem seems solved: one cannot add Carnap’s deviant valuations without affecting the validity of the inference rules. The system J is in many respects superior to the standard natural deduction formalizations of CPL.11 One might wonder how much has been achieved, however. Consider a correctness valuation v∗c such that v∗c (α) = 1, for every α ∈ WFFsign . Although on v∗c both A and ¬ A are correctly assertible, each of J ’s rules is still valid, in the sense that the assertability of the premises guarantees the assertability of the conclusions. But, if it is correct to assert both A and ¬ A, ‘¬’ can hardly be seen as a negation sign. Carnap’s problem, it would seem, has now been been shifted to the next level. It might be objected that v∗c doesn’t respect the correctness clauses C1 and C2, and that these principles are constitutive of assertion and denial. But this seems problematic. Syntactically, C2 and NEG are exactly alike. Yet, NEG was precisely the kind of semantic clause which inferentialists weren’t allowed to invoke, on pain of assuming a prior understanding of the connectives they want to define. Furthermore, RED∗ and LNC∗ may be seen as classical rules governing ‘−’, which, from an inferentialist perspective, may after all suggest that ‘−’ just is a negation operator, and not a force sign. The only relevant difference between ‘−’ and ‘¬’ is that the latter is embeddable, but not the former. However, a technical result by Kent Bendall 11 Its basic rules are immediate (i.e. they involve no discharge of assumptions), the separability property holds (i.e. every provable formula is provable by means of the rules for the connectives occurring in it), the rules for negation are harmonious (i.e. all and only that which follows from the canonical grounds for asserting a complex statement can be inferred from that statement). See Rumfitt (2000, pp. 805–6).
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(1979) shows that such a difference is expressively irrelevant. As he points out, ‘−’ has sufficient expressive power to replace ‘¬’. For let L∼ be the result of subtracting ‘¬’ from L, while adding a nonembeddable negation ‘∼’. Then, it can be proved that, for any sentence in L with an embeddable classical negation, there is a unique logically equivalent sentence in L∼ that is either negation-free or of the form ∼ A, where A is some negation-free sentence.12 It follows that both ‘−’ and ‘∼’ may be seen as a special kind of negation operators. But then, there are grounds for suspecting that the bilateralist is violating the rules of the game: if both ‘−’ and ‘∼’ are negations, it is hard to see why C2 should be acceptable, if NEG isn’t. It would be premature to see this as a disadvantage in the debate between the classicist and her intuitionist opponent. Classical inferentialists still owe us a detailed story of how truth and validity are to be defined. If anything like our argument in §3 is along the right lines, though, we already have some clues as to what may be a possible strategy: truth would have to be identified with classical provability, and some classical notion of a canonical proof would have to be defined.



Conclusion We agree with Raatikainen that “Carnap’s forgotten result” (Raatikainen, 2008, p. 6) deserves attention. However, it doesn’t seem that the problem raises a challenge for intuitionists like Dummett and Prawitz, even when the argument is run within a proof-theoretic framework. Intuitionists can block the argument by identifying truth with provability, and by defining the notion of a canonical proof by proof-theoretical means. As for bilateralism, it is difficult to see why classical inferentialists could legitimately appeal to C2, if they were not allowed to appeal to NEG in the first place. It is not excluded that classical inferentialists might be able to give a solution to the problem along the lines suggested on the intuitionist’s behalf. But this would have a metaphysical cost. Truth would have to be identified with the existence of a canonical proof. And courtesy of the Law of Excluded Middle, every sentence or its negation would have to be deemed as provable. In Stewart Shapiro’s phrase, classical inferentialists would become Gödelian 12 See



Bendall (1979, pp. 69–70).
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optimists.13
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