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Introduction



Cyclic codes are a very important class of codes and they have been studied for over fifty years. Cyclic codes were studied first over the binary field F2 , then were extended to Fq with q = pr for some prime p and r ≥ 1. By viewing a cyclic code C of length n over a finite field Fq as an ideal of the ring Fq [x]/hxn − 1i, the structure of cyclic codes was obtained. The structure of cyclic codes over Zpe was given by Calderbank and Sloane (see [1]), and later on, Kanwar and L´opez-Permouth (see [2]) gave a different proof. In [3], Wan gave the structure of cyclic codes over Galois rings. In [4], Norton and S˘al˘agean extended the structure theorems given in [1] and [2] to finite chain rings using a different technique. Dinh and L´opez-Permouth (see [5]) generalized the structure of cyclic codes to finite chain rings in a more general setting. Recently, by using the discrete Fourier transform, Dougherty and Park (see [6]) studied the more general properties of cyclic codes of length n over Zm , where n is an arbitrary integer. It is shown that (see [7], [8]) a binary polynomial that generates the cyclic Hamming code of length 7 can be lifted to be a polynomial over Z4 that generates the octacode, which is equivalent to the binary nonlinear Nordstrom-Robinson code. Following these and the paper given by Sol´e (see [9]), Calderbank and Sloane (see [1]) studied cyclic codes over the ring of p-adic integers. In [1], the structure of cyclic codes of length n over the p-adic integers was obtained, where gcd(n, p) = 1. A description of the lifts of codes over Zp to Zpe and to the p-adics was also given. In [10], Dougherty, Kim and Park investigated these codes further and also found the weight enumerators of this class of codes. In [11], Dougherty, Liu and Park defined a series of finite chain rings and introduced the concept of γ-adic codes over a formal power series ring. In that paper, the structure of general γ-adic codes and their projection codes over this class of chain rings were studied. In this paper, we shall study cyclic codes and negacyclic codes over this class of rings. We will give the structure of cyclic codes over formal power series rings and give a description of the projections of γ-adic cyclic codes. We begin with some definitions. In this paper, the rings we study are all commutative rings with identity 1 6= 0. Let R be a ring and Rn be the R-module. An R-submodule C of Rn is called a linear code of length n over R. All codes are assumed to be linear. Let x, y be vectors in Rn , we define the inner product of x, y to be: [x, y] = x1 y1 + · · · + xn yn . For a code C of length n over R, we define C ⊥ = {x ∈ Rn | [x, c] = 0, ∀ c ∈ C} to be the dual code of C. We note that C ⊥ is linear whether or not C is linear. 2



Let S be an arbitrary set and denote the cardinality of the set S by |S|. Let R be a finite Frobenius ring, it is proven in [12] that for any linear code C over R we have that |C| · |C ⊥ | = |R|n .



(1)



Since a finite chain ring is a Frobenius ring, the identity above also holds for codes over finite chain rings. If C ⊆ C ⊥ , then C is called self-orthogonal. Moreover, if C = C ⊥ , then C is called self-dual.
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Finite Chain Rings and Formal Power Series Rings



An ideal I of a ring R is called principal if it is generated by one element. A finite ring R is called a chain ring if all its ideals are linearly ordered by inclusion. By the definition, we can obtain that all the ideals of the finite chain ring R are principal, since if there exists an ideal I of R such that I is not principal, then we can suppose that the ideal I is generated by at least two elements. Since R is finite, we can assume I = ha1 , a2 , · · · , as i. We have that ha1 i * ha2 i and ha2 i * ha1 i, this contradicts the definition of finite chain rings. This means that there is a unique maximal ideal of the finite chain ring R. Let R be a finite chain ring, where m is the unique maximal ideal of R, and let γ˜ be the generator of the unique maximal ideal m. Then m = h˜ γ i = R˜ γ , where R˜ γ = h˜ γ i = {β˜ γ |β ∈ R}. We have R = h˜ γ 0 i ⊇ h˜ γ 1 i ⊇ · · · ⊇ h˜ γ ii ⊇ · · · . (2) The chain in (2) can not be infinite, since R is finite. Therefore, there exists i such that h˜ γ i i = {0}. Let e be the minimal number such that h˜ γ e i = {0}. The number e is called the nilpotency index of γ˜ . Let R× be the multiplicative group of all units in R. Let F = R/m = R/h˜ γ i be the r residue field with characteristic p, where p is a prime number, then |F| = q = p for some integers q and r. We know that |F× | = pr − 1. The following lemmas are well-known. Proofs for both lemmas can be found in [13]. Lemma 2.1. Assume the notations given above. For any 0 = 6 r ∈ R there is a unique i integer i, 0 ≤ i < e such that r = µ˜ γ , with µ a unit. The unit µ is unique modulo γ˜ e−i . Lemma 2.2. Let R be a finite chain ring with maximal ideal m = h˜ γ i, where γ˜ is a generator of m with nilpotency index e. Let V ⊆ R be a set of representatives for the equivalence classes of R under congruence modulo γ˜ . Then P (i) for all r ∈ R there are unique r0 , · · · , re−1 ∈ V such that r = e−1 ˜i; i=0 ri γ (ii) |V | = |F|; (iii) |h˜ γ j i| = |F|e−j for 0 ≤ j ≤ e − 1. 3



From Lemma 2.2, we know that any element a ˜ of R can be written uniquely as a ˜ = a0 + a1 γ˜ + · · · + ae−1 γ˜ e−1 , where the ai can be viewed as elements in F. Following this, Dougherty, Liu and Park gave the following two definitions in [11]. We make a small change in notation here. Namely, we used γ˜ previously to indicate the generator of the maximal ideal of a chain ring and now we shall use γ to indicate an indeterminate which will, for certain rings, also generate the maximal ideal. Definition 1. Let i be an arbitrary positive integer. The rings Ri are defined as follows: Ri = {a0 + a1 γ + · · · + ai−1 γ i−1 | ai ∈ F} where γ i−1 6= 0, but γ i = 0 in Ri . Define the operations over Ri as follows: i−1 X l=0 i−1 X l=0



l



al γ + al γ l ·



i−1 X



l=0 i−1 X



bl γ



bl 0 γ l



l



0



i−1 X (al + bl )γ l =



=



l=0 i−1 X



(



X



al bl0 )γ s .



(3)



(4)



s=0 l+l0 =s



l0 =0



We note that if i = 1 then R1 = F and if i = e then Re ∼ = R. Definition 2. Assume the notations given above. The ring R∞ is defined as a formal power series ring: ∞ X al γ l | al ∈ F}. R∞ = F[[γ]] = { l=0



We have the following lemma (see [11]). Lemma 2.3. Assume the notations given above. Then we have (i) the ring Ri is a chain ring with the maximal ideal hγi for all i < ∞. ∞ P × (ii) R∞ = { aj γ j | a0 6= 0}. j=0



(iii) the ring R∞ is a principal ideal domain. Let i, j be two integers with i ≤ j, we define a map Ψji : Rj → Ri , j−1 i−1 X X l al γ 7→ al γ l . l=0



(5) (6)



l=0



If we replace Rj with R∞ then we obtain a map Ψ∞ i . For convenience, we denote it by j Ψi . It is easy to get that Ψi and Ψi are homomorphisms. Notice that the map Ψji and Ψi n can be extended naturally from Rjn to Rin and R∞ to Rin . 4



The discussion above gives a chain of rings where Ri is a finite ring for all finite i and R∞ is an infinite principal ideal domain.



R∞ → · · ·



R F k k → Re → Re−1 → · · · → R1



It is well-known that the generator matrix for a code C over a finite chain ring Ri , i < ∞ is permutation equivalent to a matrix of the following form:   Ik0 A0,1 A0,2 A0,3 A0,e     γIk1 γA1,2 γA1,3 γA1,e   2 2 2   γ I γ A γ A k 2,3 2,e 2   G= (7) , ... ...     .. ..   . .   e−1 e−1 γ Ike−1 γ Ae−1,e where e is the nilpotency index of γ. The matrix G above is called the standard generator matrix form for the code C. In this case, the code C is said to have type 1k0 γ k1 (γ 2 )k2 . . . (γ e−1 )ke−1 .



(8)



For linear codes over R∞ , it is a little different. Let C be a linear code over R∞ . Then the generator matrix of code C is permutation equivalent to the following standard form generator matrix (see [11]). Lemma 2.4. Let C be a nonzero linear code over R∞ of length n, then any generator matrix of C is permutation equivalent to a matrix of the following form:   γ m0 Ik0 γ m0 A0,1 γ m0 A0,2 γ m0 A0,3 γ m0 A0,r    γ m1 Ik1 γ m1 A1,2 γ m1 A1,3 γ m1 A1,r     γ m2 Ik2 γ m2 A2,3 γ m2 A2,r    G= (9) , .. .. . .     ... ...     γ mr−1 Ikr−1 γ mr−1 Ar−1,r where 0 ≤ m0 < m1 < · · · < mr−1 for some integer r. The column blocks have sizes k0 , k1 , · · · , kr and the ki are nonnegative integers adding to n. Remark 1. A linear code C over R∞ with a standard form generator matrix G is said to be of type (γ m0 )k0 (γ m1 )k1 · · · (γ mr−1 )kr−1 , where k = k0 + k1 + · · · + kr−1 is the rank of the code as a module. 5



A code C of length n with rank k over R∞ is called a γ-adic code. We call k the dimension of C and denote the dimension by dim C = k. Remark 2. Let C be a code over R∞ , we know that C ⊆ (C ⊥ )⊥ . But in general C 6= (C ⊥ )⊥ . For example, let C be a code of length 2 over R∞ generated by (γ i , γ i ), where 1 ≤ i < ∞. We know C ⊥ = {(a, −a) | a ∈ R∞ }, and then (C ⊥ )⊥ = h(1, 1)i. Since (1, 1) 6∈ C, this implies that C ( (C ⊥ )⊥ . This gives the following definition (see [11]). Definition 3. A linear code C over R∞ is called basic if C = (C ⊥ )⊥ . The following lemma can be found in [11]. Lemma 2.5. Let C be a linear code over R∞ then C ⊥ has type 1m for some integer m. Lemma 2.6. Let C be a linear code of length n over R∞ , then C is basic if and only if C has type 1k for some integer k. Proof. If C is basic then C = (C ⊥ )⊥ . By Lemma 2.5, the code C ⊥ has type 1n−m for some m, this gives that C = (C ⊥ )⊥ has type 1m . Conversely, suppose C has type 1k for some k. This gives that C ⊥ has type 1n−k , and so (C ⊥ )⊥ has type 1k . Since we have C ⊆ (C ⊥ )⊥ . This implies that C = (C ⊥ )⊥ , and C is basic.
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Polynomials over Formal Power Series Rings



In this section, we first show the existence of the greatest common divisor of any two elements of formal power series rings. Then we study some properties of polynomials over the formal power series ring R∞ . Let R∞ be the formal power series ring, we note that any nonzero element a of R∞ can be written uniquely as a = γ l d with d a unit in R∞ and l ≥ 0 an integer. Let a, b ∈ R∞ , suppose a, b are not both zero, then an element d of R∞ is called a common divisor of a and b if it divides both a and b (that is, if there are elements x and y in R such that dx = a and dy = b. We denote this by d a and d b). If d is a common divisor of a and b, and every common divisor of a and b divides d, then d is called a greatest common divisor of a and b. We denote the greatest common divisor of a and b by gcd(a, b). Lemma 3.1. Let a and b be any two elements of R∞ . If a and b are not both zero then the greatest common divisor gcd(a, b) exists. Proof. Without loss generality, let a = 0 and b = γ l d where d is a unit and l ≥ 0, then gcd(a, b) = gcd(0, γ l d) = γ l . Now suppose neither a or b is zero, let a = γ i a1 and b = γ j b1 , 6



where a1 , b1 are units of R∞ and i ≤ j. Then γ i a and γ i b. If c ∈ R∞ such that c a and c b, then c 6= 0 and we have that a = cc0 for some c0 ∈ R∞ . This gives that 0 −1 0 −1 γ i = aa−1 1 = (cc )a1 = c(c a1 ).



This implies that c γ i . Therefore gcd(a, b) = γ i . Corollary 3.2. Let a1 , a2 , · · · , an be elements of R∞ . If there exists aj 6= 0 then the greatest common divisor gcd(a1 , a2 , · · · , an ) exists. In particular, if aj is a unit for some j, then gcd(a1 , a2 , · · · , an ) = 1. Proof. This result follows by induction and Lemma 3.1. Let R∞ [x] = {a0 + a1 x + · · · + an xn | ai ∈ R∞ , n ≥ 0} be the polynomial ring over R∞ . We note that R∞ [x] is a domain since R∞ is a domain by Lemma 2.3. Let 0 6= f (x) = a0 + a1 x + · · · + an xn ∈ R∞ [x]. If an 6= 0 then n is called the degree of f (x), and we denote the degree by deg(f (x)) = n. If f (x) = 0, we call the degree of the zero polynomial −∞, and denote it by deg(0) = −∞. The map Ψji in Equation (5) and Ψi can be extended to a map from Rj [x] to Ri [x] and from R∞ [x] to Ri [x]. Let f (x) = a0 + a1 x + · · · + an xn ∈ Rj [x], we have the following maps: Ψji : Rj [x] → Ri [x]; f (x) 7→ Ψji (f (x)), where Ψji (f (x)) = Ψji (a0 ) + Ψji (a1 )x + · · · + Ψji (an )xn , and Ψi : R∞ [x] → Ri [x]; f (x) 7→ Ψi (f (x)), where Ψi (f (x)) = Ψi (a0 ) + Ψi (a1 )x + · · · + Ψi (an )xn . Definition 4. Assume the notations given above. Let f (x) ∈ R∞ [x], if deg(f (x)) > 0 and gcd(a0 , a1 , · · · , an ) = 1 then we call f (x) a primitive polynomial. Lemma 3.3. Let f (x) be a polynomial over R∞ with deg(f (x)) > 0. Then f (x) is a primitive polynomial if and only if Ψi (f (x)) 6= 0 for all i < ∞. Proof. If there exists i such that Ψi (f (x)) = 0 then all nonzero coordinates aj of f (x) must have the form aj = γ lj bj with lj ≥ i. This implies that gcd(a0 , a1 , · · · , an ) = γ m for some m ≥ i. This is a contradiction. Conversely, if f (x) is not a primitive polynomial over R∞ then gcd(a0 , a1 , · · · , an ) = γ i for some i. This gives that Ψi (f (x)) = 0. 7



Proposition 3.4. Let f (x) be a polynomial with deg(f (x)) > 0. Then there exist a unique s and a primitive polynomial g(x) such that f (x) = γ s g(x). Proof. Let f (x) = a0 + a1 x + · · · + an xn ∈ R∞ [x]. We know that any nonzero aj can be written as aj = γ j bj , where j ≥ 0 and bj is a unit. Let s = min{ lj | 0 6= aj = γ lj bj }. Then f (x) = γ s (γ l0 −s b0 + γ l1 −s b1 x + · · · + bs xs + · · · + γ ln −s bn xn ). Let g(x) = γ l0 −s b0 + γ l1 −s b1 x + · · · + bs xs + · · · + γ ln −s bn xn . × . Then f (x) = γ s g(x). We have gcd(γ l0 −s b0 , γ l1 −s b1 , · · · , bs , · · · , γ ln −s bn ) = 1 since bs ∈ R∞ This implies that g(x) is a primitive polynomial. For any i < ∞, two polynomials f (x), g(x) ∈ Ri are called coprime if hf (x)i + hg(x)i = Ri [x], or equivalently, if there exist u(x), v(x) ∈ Ri [x] such that f (x)u(x) + g(x)v(x) = 1.



Lemma 3.5. Let f (x) be a monic polynomial over R∞ [x]. If Ψi (f (x)) is irreducible over Ri [x] for some i < ∞, then f (x) is irreducible over R∞ . Proof. If f (x) is reducible over R∞ then there exist polynomials g(x), h(x) such that f (x) = g(x)h(x) and 0 < deg(g(x)), deg(h(x)) < deg(f (x)). This implies that Ψi (f (x)) = Ψi (g(x)h(x)) = Ψi (g(x))Ψi (h(x)). Since f (x) is monic, we have that 0 < deg(Ψi (g(x))), deg(Ψi (h(x))) < deg(Ψi (f (x))) = deg(f (x)). This is a contradiction.
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Cyclic and Negacyclic Codes over the Ring R∞



Throughout the remainder of the paper we assume that the characteristic p of F is a prime and that n is relatively prime to p. Let λ be an arbitrary unit of R∞ and let R∞ [x]/hxn − λi = {f (x) + hxn − λi | f (x) ∈ R∞ [x]}. Let f (x) + hxn − λi, g(x) + hxn − λi ∈ R∞ [x]/hxn − λi such that 0 ≤ deg(f (x)), deg(g(x)) < n, and f (x) + hxn − λi = g(x) + hxn − λi then we have f (x) − g(x) ∈ hxn − λi. This implies that f (x) = g(x) since R∞ is a domain. Hence for each f (x) + hxn − λi ∈ R∞ [x]/hxn − λi there is a unique f (x) with deg(f (x)) < n. In the 8



following, we identity each coset f (x) + hxn − λi with its unique representative polynomial f (x), where deg(f (x)) < n. That is R∞ [x]/hxn − λi = {f (x) + hxn − λi | where deg f (x) < n or f (x) = 0}. We define the map Pλ as follows: n Pλ : R∞ → R∞ [x]/hxn − λi,



(a0 , a1 , · · · , an−1 ) 7→ a0 + a1 x + · · · + an−1 xn−1 + hxn − λi. In particular, if we take λ = 1 and λ = −1 we obtain the following two maps P1 and P−1 . n P1 : R∞ → R∞ [x]/hxn − 1i,



(a0 , a1 , · · · , an−1 ) 7→ a0 + a1 x + · · · + an−1 xn−1 + hxn − 1i, and n P−1 : R∞ → R∞ [x]/hxn + 1i,



(a0 , a1 , · · · , an−1 ) 7→ a0 + a1 x + · · · + an−1 xn−1 + hxn + 1i. n Let C be an arbitrary subset of R∞ , we denote the image of C under the map Pλ by Pλ (C). For convenience in the following, we use a(x) = a0 + a1 x + · · · + an−1 xn−1 to denote the image of (a0 , a1 , · · · , an−1 ) under the map Pλ , P1 and P−1 respectively. Let C be a linear code of length n over R∞ . The code C is called a λ-cyclic code over R∞ if c = (c0 , c1 , · · · , cn−1 ) ∈ C ⇒ (λcn−1 , c0 , · · · , cn−2 ) ∈ C.



We note that if λ = 1 then C is the usual cyclic code and if λ = −1 then C is called a negacyclic code, otherwise it is called a constacyclic code. By the notations above, we know that Pλ (C) = {c0 + c1 x + · · · + cn−1 xn−1 + hxn − λi | (c0 , c1 , · · · , cn−1 ) ∈ C}. The following lemma is easy to obtain. Lemma 4.1. Assume the notations given above. A linear code C of length n over R∞ is a λ-cyclic code if and only if Pλ (C) is an ideal of R∞ [x]/hxn − λi. This gives the following corollary. Corollary 4.2. Assume the notations given above. Then we have (i) a linear code C of length n over R∞ is a cyclic code if and only if P1 (C) is an ideal of R∞ [x]/hxn − 1i; (ii) a linear code C of length n over R∞ is a negacyclic code if and only if P−1 (C) is an ideal of R∞ [x]/hxn + 1i. 9



In the following we focus on cyclic and negacyclic codes over R∞ and the projections of the cyclic codes over this class of rings. Let Ψi : R∞ [x]/hxn − 1i → Ri [x]/hxn − 1i f (x) 7→ Ψi (f (x)).



(10) (11)



We know that the map above is a homomorphism. This means that if I is an ideal of R∞ [x]/hxn − 1i, then Ψi (I) is an ideal of Ri [x]/hxn − 1i. We have the following commutative diagram: P1 n R∞ −−− → R∞ [x]/hxn − 1i    Ψ Ψi y y i P



1 Rin −−− → Ri [x]/hxn − 1i. This gives that Ψi P1 = P1 Ψi . We have the following theorem.



Theorem 4.3. Assume the notations given above. If C is a cyclic code over R∞ , then Ψi (C) is a cyclic code over Ri for all i < ∞. Proof. Let C be a cyclic code over R∞ then P1 (C) is an ideal of R∞ [x]/hxn − 1i. By the homomorphism in Equation (10) and the commutative diagram above, we know that Ψi (P1 (C)) = P1 (Ψi (C)) is an ideal of Ri [x]/hxn − 1i. This implies that Ψi (C) is a cyclic code over Ri for all i < ∞. Theorem 4.4. Let C be a cyclic code over R∞ and C ⊥ the dual code of C. Then (i) the code C ⊥ is a cyclic code over R∞ ; (ii) the code Ψi (C ⊥ ) is a cyclic code and if C is basic then Ψi (C ⊥ ) = Ψi (C)⊥ for all i < ∞. Proof. (i) Since R∞ is a domain, the proof is similar to the proof for cyclic codes over a finite field. (ii) By (i) and Theorem 4.3, we know that the code Ψi (C ⊥ ) is a cyclic code for all i < ∞. In the following we show that Ψi (C ⊥ ) = Ψi (C)⊥ for all i < ∞. Let v ∈ Ψi (C ⊥ ) and let w be an arbitrary element of Ψi (C), then there exist v 0 ∈ C ⊥ and w0 ∈ C such that v = Ψi (v 0 ) and w = Ψi (w0 ). We have that [v, w] = [Ψi (v 0 ), Ψi (w0 )] = Ψi [v 0 , w0 ] = Ψi (0) = 0. This implies that Ψi (C ⊥ ) ⊆ (Ψi (C))⊥ . By Lemma 2.5, C ⊥ has type 1n−k . Since C is basic, we have that C = (C ⊥ )⊥ . By Lemma 2.6, this implies that C has type 1k . Hence Ψi (C ⊥ ) has type 1n−k and (Ψi (C))⊥ has type 1n−k . Therefore (Ψi (C))⊥ = Ψi (C ⊥ ). Theorem 4.5. Let C be a linear non-basic code over R∞ , then there exists a linear basic ˜ In particular, if D is a linear non-basic cyclic code over code C˜ over R∞ such that C ⊆ C. ˜ over R∞ such that D ⊆ D. ˜ R∞ , then there exists a linear basic cyclic code D 10



Proof. By Lemma 2.5 we know that C ⊥ has type 1m , this gives that (C ⊥ )⊥ has type 1n−m . By Lemma 2.6, this implies that (C ⊥ )⊥ is basic, and it is trivial that C ⊆ (C ⊥ )⊥ . In particular, if D is a linear non-basic cyclic code over R∞ , then (D⊥ )⊥ is also a cyclic basic code with D ⊆ (D⊥ )⊥ , where (D⊥ )⊥ is basic. Example 1. We use the example given in Remark 2. We know C = h(γ i , γ i )i is a cyclic code over R∞ . Since C ⊥ = {(a, −a) | a ∈ R∞ } and (C ⊥ )⊥ = h(1, 1)i is a basic cyclic code of length 2. This implies that C ⊆ (C ⊥ )⊥ = h(1, 1)i. In the following, we focus on the structure of cyclic and negacyclic codes over R∞ . Recall that p is the characteristic of the finite field F. Let gcd(n, p) = 1, where n is an arbitrary positive integer. The following lemma is well-known as Hensel’s Lemma (see [13]). Lemma 4.6. (Hensel’s Lemma) Let f be a polynomial over Ri , where i < ∞, assume Ψi1 (f ) = g1 g2 · · · gr where g1 , g2 , · · · , gr are pairwise coprime polynomials over F. Then there exist pairwise coprime polynomials f1 , f2 , · · · , fr over Ri such that f = f1 f2 · · · fr and Ψi1 (fj ) = gj for j = 1, 2, · · · , r. A nonzero ideal P ⊆ Ri is called a prime ideal if P 6= Ri and whenever ab ∈ P , then either a ∈ P or b ∈ P . A nonzero ideal I ⊆ Ri is called a primary ideal if I 6= Ri and whenever ab ∈ I, then either a ∈ I or bk ∈ I for some positive integer k. A polynomial f ∈ Ri [x] is prime (or primary) if hf i is a prime (or primary) ideal of Ri [x]. We note that if k = 1 then a primary ideal is a prime ideal. Recall that Ψi is a map from R∞ [x]/hxn − 1i to Ri [x]/hxn − 1i. In particular, if i = 1, we have the following natural map. Ψ1 : R∞ [x]/hxn − 1i → F[x]/hxn − 1i. Let π1 (x) be any monic irreducible divisor of xn − 1 over F. It is well known that the prime ideals in F[x]/hxn − 1i over F are hπ1 (x)i. We have the following lemma. Lemma 4.7. Assume the notations given above. Let i < ∞ and let I be an arbitrary prime ideal of Ri [x]/hxn − 1i, then γ ∈ I. Proof. We prove it by contradiction. Suppose γ 6∈ I. We know that γ i = 0 ∈ I, since the nilpotency index of γ is i. This gives that γ i−1 ∈ I, since I is a prime ideal and we have γ i = γ · γ i−1 ∈ I with γ 6∈ I. Continuing this process, we have that γ · γ = γ 2 ∈ I, and we must have γ ∈ I, since I is prime. This is a contradiction. Theorem 4.8. Assume the notations given above. Then (i) if i < ∞ then the prime ideals in Ri [x]/hxn − 1i are hπi (x), γi, where πi (x) is any monic irreducible divisor of xn − 1 over Ri ; (ii) a prime ideal of R∞ [x]/hxn − 1i is of the form hγ i , πi (x)i,hπi (x)i, where i ≥ 1, i ∈ N. 11



Proof. (i) Let I be an arbitrary prime ideal in Ri [x]/hxn − 1i. We know that Ψi1 (I) is also a prime ideal in F[x]/hxn − 1i, suppose Ψi1 (I) = hπ1 (x)i, where π1 (x) is some monic irreducible divisor of xn − 1. In particular, π1 (x) ∈ hπ1 (x)i = Ψi1 (I). By Lemma 4.6, there exists πi (x) ∈ I such that Ψi1 (πi (x)) = π1 (x), where πi (x) is a monic irreducible divisor of xn − 1 over Ri . Since i < ∞, by Lemma 4.7, we have that γ ∈ I. This implies that that hπi (x), γi ⊆ I. We know that (Ri [x]/hxn − 1i)/hπi (x), γi is a field, this gives that hπi (x), γi is maximal and so I = hπi (x), γi. (ii) In this case, there exists another possibility, that is γ 6∈ I, this gives that I = hπi (x)i. Theorem 4.9. Every prime ideal I = hπi (x), γi in Ri [x]/hxn − 1i has an idempotent ei (x) with ei (x)2 = ei (x), and I = hei (x), γi. Furthermore, every prime ideal I = hπi (x)i of R∞ [x]/hxn − 1i has an idempotent generator. Proof. We prove this theorem by induction. Let hΨil (πi (x)), γi be the projection of I onto Rl [x]/hxn − 1i. Suppose el (x) ∈ hΨil (πi (x)), γi is an idempotent element with hel (x), γi = hΨil (πi (x)), γi. Then we know that e2l (x) = el (x) + γ l h(x) in Rl+1 [x]/hxn − 1i for some h(x) ∈ Rl+1 [x]/hxn − 1i. Now we take el+1 (x) = el (x) + γ l θ(x). In the following proof, we show that el+1 (x) is an idempotent element by choosing suitable θ(x). We have that e2l+1 (x) ≡ (el (x) + γ l θ(x))2 = e2l (x) + 2γ l θ(x)el (x) ≡ el (x) + γ l h(x) + 2γ l θ(x)el (x)



(mod γ l+1 )



(mod γ l+1 )



≡ el+1 (x) − γ l θ(x) + γ l h(x) + 2γ l θ(x)el (x) ≡ el+1 (x) + γ l (h(x) − θ(x)(1 − 2el (x))



(mod γ l+1 )



(mod γ l+1 ).



Recall that p is the characteristic of the residue field of Ri . If p = 2 then we can just choose θ(x) = h(x), and el+1 (x) is an idempotent element. If p 6= 2, we note that 1 − 2el (x) is a unit, then by choosing θ(x) = h(x)(1 − 2el (x))−1 , we get that el+1 (x) is an idempotent element. It is clear that hel+1 (x), γi = h(πl+1 (x)), γi. To prove the second statement, we just note that πi (x) and (xn − 1)/πi (x) are relatively prime, this implies that there exist h(x), h0 (x) ∈ R∞ [x] such that h(x)πi (x) + h0 (x) · ((xn − 1)/πi (x)) = 1. This means that (h(x)πi (x))2 = h(x)πi (x) − h0 (x)h(x) · (xn − 1). Hence (h(x)πi (x))2 ≡ h(x)πi (x)



(mod xn − 1).



This gives that h(x)πi (x)is an idempotent element in R∞ [x]/hxn − 1i.
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Theorem 4.10. Assume the notations given above. Then (i) for i < ∞, the primary ideals in Ri [x]/hxn − 1i are hπi (x), γ l i, where hπi (x)i is an irreducible divisor of xn − 1 over Ri and 0 ≤ l < i ; (ii) the primary ideals in R∞ [x]/hxn − 1i are hπi (x)i and hπi (x), γ l i, where hπi (x)i is an irreducible divisor of xn − 1 over R∞ and 0 ≤ l < ∞. Proof. Let I = hπi (x), γi = hei (x), γi be an arbitrary prime ideal, we have that I = hei (x), γi = hei (x)i + hγi. Then for any 0 ≤ l < i, and a ∈ I l , there exist as1 , · · · , asl ∈ I such that a =



X s1 ···sl



=



X



as 1 · · · as l =



l XY



(ei (x)ytst + γztst )



s1 ···sl t=1



(ei (x)ws1 ···sl + γ l ws0 1 ···sl ) = ei (x)



s1 ···sl



X



ws1 ···sl + γ l



s1 ···sl



X



ws0 1 ···sl ∈ hei (x), γ l i.



s1 ···sl



This implies that I l ⊆ hei (x), γ l i. Conversely, since we have that ei (x) = eli (x) ∈ I l and γ l ∈ I l , this gives that hei (x), γ l i ⊆ I l . Hence I l = hei (x), γ l i. Conversely, let J be an arbitrary primary ideal whose associated prime ideal is I = hei (x), γi then (by [14], p. 200, Ex. 2) there exists an integer k such that I k ⊆ J ⊆ I, and from this we get that J = I l for some l. Hence the results hold. We note that when i < ∞ then hπi (x), γii = hπi (x)i, and we have the following chain hπi (x)i ⊆ hπi (x), γ i−1 i ⊆ · · · ⊆ hπi (x), γ 2 i ⊆ hπi (x), γi. While in R∞ [x]/hxn − 1i, we have the following infinite chain hπ∞ (x)i ⊆ hπ∞ (x), γ i−1 i ⊆ · · · ⊆ hπ∞ (x), γ 2 i ⊆ hπ∞ (x), γi. Corollary 4.11. Let πil (x), 1 ≤ l ≤ s, i ∈ N, denote the distinct monic irreducible divisors of xn − 1 over Ri , where i can be finite or infinite and N is the set of natural numbers. Then any ideal in Ri [x]/hxn − 1i (R∞ [x]/hxn − 1i) can be written uniquely as s Y I= hπil (x), γiml , l=1



where 0 ≤ ml ≤ i. In particular, if i is finite, then there are (i + 1)s distinct ideals. Proof. It follows by Theorem 4.10 and the Lasker-Noether decomposition theorem ([14], p. 209). Theorem 4.12. Assume the notations given above. (i) If i < ∞, then any ideal of Ri [x]/hxn − 1i has the form hf0 (x), γf1 (x), · · · , γ i−1 fi−1 (x)i, 13



(12)



where fl (x) are divisors of xn − 1 and fi−1 (x) | · · · | f1 (x) | f0 (x); (ii) Any ideal of R∞ [x]/hxn − 1i has the form hγ s0 f0 (x), γ s1 f1 (x), · · · , γ sb−1 fb−1 (x)i,



(13)



where 0 ≤ s0 < s1 < · · · < sb−1 for some b and fb−1 (x) | · · · | f1 (x) | f0 (x). Proof. This follows from Theorem 4.10 and Corollary 4.11. We also note that the first part (i) of this theorem can be obtained from [5]. In the following we focus on negacyclic codes over R∞ . Let n be odd and gcd(n, p) = 1. Let η denote the following correspondence η : R∞ [x]/hxn + 1i → R∞ [x]/hxn − 1i, f (x) + hxn + 1i 7→ f (−x) + hxn − 1i. If f (x) + hxn + 1i = g(x) + hxn + 1i then f (x) − g(x) ∈ hxn + 1i. This implies that f (x) − g(x) = (xn + 1)q(x) for some q(x). Hence we have that f (−x) − g(−x) = ((−x)n + 1)q(−x) = (−xn + 1)q(−x) = (xn − 1)(−q(−x)) ∈ hxn − 1i. This implies that η(f (x) + hxn + 1i) = f (−x) + hxn − 1i = g(−x) + hxn − 1i = η(g(x) + hxn + 1i). Therefore the correspondence η is a well-defined map. This gives the following lemma. Lemma 4.13. Assume the notations given above. Then the correspondence η is a welldefined map. In particular, η is an isomorphism. Corollary 4.14. Assume the notations given above. Assume gcd(n, p) = 1 and n is odd. Then the generator polynomial of any negacyclic code C of length n over R∞ has the following form: hγ s0 f0 (−x), γ s1 f1 (−x), · · · , γ sb−1 fb−1 (−x)i, (14) where 0 ≤ s0 < s1 < · · · < sb−1 for some b and fb−1 (x) | · · · | f1 (x) | f0 (x). Proof. Let C be an arbitrary negacyclic code over R∞ then P−1 (C) is an ideal of R∞ [x]/hxn + 1i. By Lemma 4.13, η(P−1 (C)) is an ideal of R∞ [x]/hxn − 1i. Then by Theorem 4.12, the generator polynomial of η(P−1 (C)) has the following form: hγ s0 f0 (x), γ s1 f1 (x), · · · , γ sb−1 fb−1 (x)i, 14



(15)



where 0 ≤ s0 < s1 < · · · < sb−1 for some b and fb−1 (x) | · · · | f1 (x) | f0 (x). Let a(x) ∈ P−1 (C), then η(a(x)) can be written as η(a(x)) = a0 (x)γ s0 f0 (x) + a1 (x)γ s1 f1 (x) + · · · + ab−1 γ sb−1 fb−1 (x) for some a0 (x), a1 (x), · · · , ab−1 (x). Therefore a(x) = η −1 (η(a(x))) = η −1 (a0 (x)γ s0 f0 (x)) + η −1 (a1 (x)γ s1 f1 (x)) + · · · + η −1 (ab−1 γ sb−1 fb−1 (x)) = a0 (−x)γ s0 f0 (−x) + a1 (−x)γ s1 f1 (−x) + · · · + ab−1 (−x)γ sb−1 fb−1 (−x). Hence the generator polynomial of C has the form hγ s0 f0 (−x), γ s1 f1 (−x), · · · , γ sb−1 fb−1 (−x)i. This gives the result. Example 2. In [11] MDS codes over R∞ are defined to be codes satisfying the bound d ≤ n − k + 1 where d is the minimum Hamming weight of the code, k is the rank of the code and n is the length of the code. Moreover, it is shown that the lifts of MDS codes are MDS codes. Consider the MDS cyclic Reed-Solomon codes over Fq , q odd. By the results of this paper and [11] these codes lift to cyclic MDS codes over Ri and then to R∞ . Hence we have constructed a family of MDS cyclic codes over R∞ .
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